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ABSTRACT. Conformal field theories witĥsl(2)−1/2 symmetry are studied with a view to investigating logarithmic
structures. Applying the parafermionic coset constructionto the non-logarithmic theory, a part of the structure of
the triplet model is uncovered. In particular, the coset theory is shown to admit the tripletW-algebra as a chiral
algebra. This motivates the introduction of an augmentedŝl(2)−1/2-theory for which the corresponding coset theory
is precisely the triplet model. This augmentation is envisaged to lead to a precise characterisation of the “logarithmic
lift” of the non-logarithmicŝl(2)−1/2-theory that has been proposed by Lesageet al.

1. INTRODUCTION

We continue here our investigation, begun in [1], of the fractional level Wess-Zumino-Witten model with

chiral symmetry algebrâsl(2) and levelk = −1
2. Such fractional level theories were originally proposed [2]

and studied [3–13] long ago as (supposedly) rational conformal field theories. These works were inspired by

attempts to generalise the coset construction of [14] to non-unitary models and the discovery [15] that the

characters of certain fractional level irreducible representations carry a finite-dimensional representation of

the modular group. Despite a significant amount of work however, fractional level theories remained poorly

understood and their consistency as theories was regarded as questionable at best [16].

More recently, a study of thek=−4
3 ŝl(2)-theory revealed that the obstacle to understanding such theories

was the assumption of rationality [17] (in fact, non-rationality had already been pointed out in the vertex al-

gebra literature [18]). Using powerful algorithms to compute the abstract fusion of representations [19, 20], it

was shown that this fractional level theory is not rational;rather, it possesses an infinite spectrum of distinct

representations. Moreover, this theory was proven to be logarithmic, meaning that the Virasoro zero-modeL0

failed to be diagonalisable. Subsequent studies fork=−1
2 confirmed this lack of rationality and suggested that

for certain levels one could have both a non-logarithmic anda logarithmic fractional level model [21,22]. These

later works utilised the well known fact (see [23] for example) that thec=−1 system of bosonic ghosts, which

we shall hereafter refer to as theβγ ghost system, exhibits an̂sl(2)−1/2 symmetry.

One of the stated aims of [21] was to put the equivalence of theβγ system and thêsl(2)−1/2 model on

a firm basis. There, this problem was attacked with the help ofan auxiliary free field realisation and some

rather formidable computations of four-point correlators. A motivation for the research reported in [1] was to

simplify and make precise this equivalence by working intrinsically, that is without needing any free fields.

This was achieved by using the elegant formalism of extendedalgebras developed in [24, 25] to realise theβγ
chiral algebra as the simple current extension ofŝl(2)−1/2. This precise treatment allowed us to correct several

errors in the literature and led to a complete description ofthe meaning of modular invariance in fractional level

theories.

The rational (non-negative integer level) Wess-Zumino-Witten models have long been regarded as the funda-

mental building blocks of unitary (rational) conformal field theory. Their proposed fractional level counterpoints
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were intended to play a similar foundational rôle in constructing non-unitary (but still rational) conformal field

theories. What the results of [17,21,22] suggest is that thisrôle of fractional level Wess-Zumino-Witten models

might be extended so as to also regard them as fundamental building blocks of (rational and quasi-rational) log-

arithmic conformal field theory. This is of not insignificantinterest. Logarithmic conformal field theory, itself

introduced almost twenty years ago [26, 27], has recently undergone a resurgence of activity as various groups

have started using it to describe so-called non-local observables in the continuum limit of statistical lattice mod-

els [28–43] (see also [44–54] for further mathematical and field-theoretic studies) and propose bridges with the

theory of Schramm-Loewner evolution [51, 55]. Moreover, ithas recently been suggested that the conformal

field theories dual to certain topological gravity theoriesonAdS3 are logarithmic [56].

With this in mind, we are continuing our study ofŝl(2)−1/2-theories with the twin aims of understanding the

logarithmic model proposed in [22] and evaluating the (conjectured) r̂oles of these theories as building blocks

from which we can construct other logarithmic conformal field theories. To be sure, the closely relatedβγ
ghost system is commonly used as such a building block in freefield realisations. However, our philosophy is

different. Just as we have understood the relationship betweenŝl(2)−1/2 and theβγ ghosts by starting with the

former rather than the latter (even though the latter is free), so we would like to achieve our stated aims without

resorting to free field methods where possible. As we will see, we are only partially successful in following this

philosophy, but our deviations are not crippling to the overall idea. The advantages of this approach are clarity

and, more importantly, generality. By developing methods suited to an intrinsic understanding ofŝl(2)−1/2, we

expect to be able to apply these methods to other fractional level theories for which free field realisations are

not obvious.

The article is organised as follows. First, in Section 2, we summarise our notations and conventions and

review some pertinent results on the non-logarithmicŝl(2)−1/2-theory that were obtained in [1]. We take some

time to explain how modular invariance is interpreted within this theory, emphasising in particular the rôle

played by what we call the “Grothendieck ring of modular characters” and its relation to the fusion ring. Sec-

tion 3 commences with a detailed study of thec=−2 coset theory obtained from thiŝsl(2)−1/2-theory and its

obviousû(1)-subtheory. We identify the spectrum of the coset theory in terms of irreducible Virasoro modules

and compute the multiplicities with which they appear.

We then note in Section 4 that grouping the states of the cosettheory appropriately gives rise to characters

which match those of two of the irreducible modules of the celebratedtriplet modelof [57,58]. This is perhaps

the best known, and certainly best understood, example of arational logarithmic conformal field theory. We

subsequently verify that our coset theory admits the triplet algebra as a chiral algebra. Here the computations

become slightly unwieldy, so we depart from our usual philosophy and instead derive the chiral algebra of the

corresponding coset of theβγ system. Naturally, this gives the simple current extensionof the triplet algebra,

the algebra of symplectic fermions [59,60]. The triplet algebra result follows straight-forwardly, leading to the

relationships summarised in the following diagram:

Symplectic fermions
û(1)-coset
←−−−−− βγ ghosts

Simple current extension

x
xSimple current extension

Triplet model
û(1)-coset
←−−−−− ŝl(2)−1/2

.
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The theories at left havec = −2 whereas those at right arec = −1. Reversing the horizontal arrows in this

diagram roughly corresponds to finding free field realisations. However, we would like to stress once again that

the methods we employ generalise much more readily.

Perhaps the most important realisation of this identification of the coset chiral algebra is that the coset spec-

trum is incomplete. Indeed, the latter is not even modular invariant even though the parent theory is (in the sense

described in Section 2). We rectify this unsavoury feature in Section 5 byaugmentingthe originalŝl(2)−1/2-

theory with additional irreducible modules. These turn outto be of the class known as relaxed highest weight

modules [61, 62]. This motivates the introduction of a “bigger” ŝl(2)−1/2-theory, which we expect will be the

sought-after intrinsic realisation of the “logarithmic lift” of [22].

However, we do not verify this here. Rather, we prefer to defer the confirmation and investigation of the log-

arithmic nature of our augmentation to a companion article [63]. This is necessitated by the technical subtleties

involved in determining the fusion rules of this new theory and fully analysing the mathematical structure of the

indecomposablêsl(2)-modules so-obtained. We instead conclude in Section 6 witha brief comparison between

what we have achieved and the constructions of [22] and a proposal for how one can still accommodate the

notion of modular invariance within our augmented theory.

2. βγ GHOSTS AND ŝl(2)−1/2

We first review for convenience certain features of the (non-logarithmic) fractional level̂sl(2)−1/2 model, as

detailed in [1]. Our conventions forsl(2) are given with respect to the basis{e,h, f} for which the non-trivial

commutation relations are
[
h,e
]
= 2e,

[
e, f
]
=−h and

[
h, f
]
=−2 f . (2.1)

The second of these relations perhaps deserves comment: Thebasis we use is not the usual Cartan-Weyl one

(in which
[
E,F

]
= H). Rather, it is related to the Cartan-Weyl basis viae= i

2 (E+F + iH), h= i(E−F) and

f = i

2 (E+F− iH). In particular, the Killing form is determined by

κ
(
h,h
)
= 2 and κ

(
e, f
)
=−1, (2.2)

with all other combinations giving zero. We make this choiceof basis from the outset because it is tailored to

the sl(2;R) adjoint,e† = f andh† = h, and it is with this adjoint that one derives theβγ ghost system as an

extended algebra. Indeed, the usualsu(2) adjoint gives rise to a closely related, but mildly non-associative,

extended symmetry algebra.

The above conventions forsl(2) carry over to the affinisation̂sl(2) in the usual way. With the central mode

being replaced by the levelk=−1
2, the non-trivial commutation relations are

[
hm,en

]
= 2em+n,

[
hm,hn

]
=−mδm+n,0,

[
em, fn

]
=−hm+n+

1
2

mδm+n,0 and
[
hm, fn

]
=−2 fm+n. (2.3)

It follows from Equation (2.2) that the energy-momentum tensor of the theory is given by

T (z) =
1
3

(
1
2

: h(z)h(z) : − : e(z) f (z) : − : f (z)e(z) :

)
, (2.4)

and corresponds to central chargec=−1. As one expects, the fieldse(z), h(z) and f (z) are affine primaries of

conformal dimension 1.
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FIGURE 1. Depictions of the modules appearing in the spectrum and the induced action of
the spectral flow automorphismγ. Each “corner state” is labelled by itssl(2)-weight and
conformal dimension (in that order). Conformal dimensionsincrease from top to bottom and
sl(2)-weights increase from right to left.

The spectrum of this model consists of two infinite families of irreducible modules,γℓ
(
L̂0
)

and γℓ
(
L̂1
)
,

whereℓ ∈ Z. Here,L̂0 is the vacuum module of the theory,L̂1 is a “spin 1
2” module, andγ denotes aspectral

flow automorphism of̂sl(2):

γ (en) = en−1, γ (hn) = hn+
1
2

δn,0, γ ( fn) = fn+1 and γ (L0) = L0−
1
2

h0−
1
8
. (2.5)

As usual, such automorphisms allow us to twist any representation π of ŝl(2) on a space (module)M by

considering insteadπ ◦ γ−1 (the inverse power is conventional). This is indeed a representation, but it will not

be isomorphic toπ in general, even though the underlying representation spaceM has not changed.

We wish to concentrate on modules rather than representations in what follows. It is therefore convenient

to distinguish the above twisting at the level of modules by defining (somewhat artificially) the twisted module

γ∗
(
M
)
. As a vector space, this is identical toM, but the action of̂sl(2) is different. Specifically, if

∣∣v
〉
∈M, so

γ∗
(∣∣v
〉)
∈ γ∗

(
M
)
, thenŝl(2) is defined to act on the twisted module via

π∗
(
Jn
)
γ∗
(∣∣v
〉)

= γ∗
((

π ◦ γ−1)(Jn
)∣∣v
〉)

(J = e,h, f ). (2.6)

Dropping the representations makes this more succinct:

Jnγ∗
(∣∣v
〉)

= γ∗
(
γ−1(Jn

)∣∣v
〉)

(J = e,h, f ). (2.7)

We will moreover usually drop the superscript inγ∗ and instead speak of the automorphismγ inducing twist

maps, also denoted byγ, between modules.

We illustrate the families constituting the spectrum of theŝl(2)−1/2-theory in Figure 1. Note that the con-

formal dimensions of the states of the modules with|ℓ| > 1 are not bounded below (in particular, they are not

highest weight modules). Practically, we will refer to the modulesγℓ
(
L̂0
)

and γℓ
(
L̂1
)

with ℓ 6= 0 as being

twisted. The untwisted moduleŝL0 andL̂1 are then irreducible highest weight modules whose highest weight

states have respectivesl(2)-weights 0 and 1, and respective conformal dimensions 0 and1
2. For later reference,

we illustrate them with their first few weight space multiplicities in Figure 2.
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1 1 1
1 1 1 1 2 2 1

1 2 3 2 1 1 2 4 4 2 1
1 2 5 6 5 2 1 1 2 5 8 8 5 2 1

1 2 5 9 12 9 5 2 1 1 2 5 10 15 15 10 5 2 1
1 2 5 10 18 21 18 10 5 2 1 1 2 5 10 19 27 27 19 10 5 2 1

1 2 5 10 20 31 38 31 20 10 5 2 1 1 2 5 10 20 34 47 47 34 20 10 5 2 1
1 2 5 10 20 35 55 63 55 35 20 10 5 2 1 1 2 5 10 20 36 60 79 79 60 36 20 10 5 2 1

...
...

L̂0 L̂1

FIGURE 2. The multiplicities of the weights of the generating representations of̂sl(2)−1/2 to
grade 7. As in Figure 1, thesl(2)-weight increases from right to left (the weights are even for
L̂0 and odd forL̂1) and the conformal dimension increases from top to bottom (integral for
L̂0 and half-integral for̂L1).

The only other highest weight modules in the spectrum are the(twisted) moduleŝL−1/2 = γ
(
L̂0
)

and

L̂−3/2 = γ
(
L̂1
)

which are generated by highest weight states ofsl(2)-weight−1
2 and−3

2, respectively, and

conformal dimension−1
8. Together withL̂0 andL̂1, these exhaust the so-called admissible modules of Kac

and Wakimoto [15] (atk = −1
2). However,L̂0 andL̂1 are self-conjugate representations, whereasL̂−1/2 and

L̂−3/2 are not — in general, the twisted moduleγℓ
(
L̂λ
)

is conjugate toγ−ℓ
(
L̂λ
)
. As usual, conjugation may

be identified here with the standard (induced) action of the Weyl reflectionw corresponding to the simple root

of sl(2):

w (en) = fn, w (hn) =−hn and w ( fn) = en. (2.8)

On the other hand, the spectral flow (2.5) may be identified with a square root of an affine Weyl translation (and

soγ is an outer automorphism). We mention thatw andγ generate the group of automorphisms ofŝl(2) which

preserve the Cartan subalgebra. They do not commute.

The fusion rules of our̂sl(2)-modules are extremely simple, taking the form

γℓ1
(
L̂λ
)
×f γℓ2

(
L̂µ
)
= γℓ1+ℓ2

(
L̂λ+µ

)
. (2.9)

Here,ℓ1, ℓ2 ∈ Z, whereasλ andµ take value 0 or 1 and their sum is taken modulo 2. The computation of these

fusion rules assumes that they respect the outer automorphisms of the chiral symmetry algebra, in this case the

spectral flow, in the sense that

γℓ1 (M)×f γℓ2 (N) = γℓ1+ℓ2
(
M×f N

)
(2.10)

for all (suitable) modulesM andN. This assumption is very natural, but to our knowledge has never been

proven, despite a significant amount of evidence in its favour. We mention that (2.10) does hold for the integrable

modules of the rational Wess-Zumino-Witten models, thoughthe standard proof is not at all elementary as it

relies upon the Verlinde formula (see [16, Sec. 16.1] for example). We also note that (2.10) does not hold if we

replaceγ by the (inner) conjugation automorphismw. Instead, we have

M
∗×f N

∗ = w (M)×f w (N) = w
(
M×f N

)
=
(
M×f N

)∗
, (2.11)

where we use “∗” to denote conjugate modules.
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Puttingℓ1 = ℓ2 = 0 andλ = µ = 1 into Equation (2.9) giveŝL1×f L̂1 = L̂0, which means that̂L1 is a simple

current in the fusion ring. Extending the chiral algebra by the corresponding simple current fields leads, and it

is here that the choice of adjoint is key, to theβγ ghost system. This latter system is a conformal field theory

defined by two bosonic ghost fields of dimension1
2 whose operator product expansions are

β (z)β (w) = 2e(w)+ . . . , β (z)γ (w) =
−1

z−w
+h(w)+ . . . and γ (z)γ (w) = 2 f (w)+ . . . (2.12)

The adjoint and non-trivial commutation relations of the modes are

β †
n = γ−n and

[
γm,βn

]
= δm+n,0. (2.13)

The operator product expansions (2.12) make it clear that this ghost system is a free field theory. It is therefore

easy to obtain fermionic character formulae for its modules. As each ghost module decomposes into two level

k=−1
2 ŝl(2)-modules, we deduce similar character formulae for the latter. In particular, [1, Eqn. (9.18)] yields

χ
γℓ
(
L̂λ

) (z;q) = tr
γℓ
(
L̂λ

) zh0qL0 = z−ℓ/2q−ℓ
2/8 ∑

n∈Z+λ/2

∞

∑
m=|n|

qm+ℓn

(q)m−n (q)m+n
z2n, (2.14)

where(q)n = ∏n
j=1

(
1−q j

)
as always. This should be compared to the standard bosonic character formulae

(reproduced in [1, Eqns. (6.4)–(6.5)] for example):

χ
γℓ
(
L̂λ

) (z;q) = q−1/24

∑
r∈Z+(3ℓ+2λ+2)/12

z6rq6r2
− ∑

r∈Z+(3ℓ−2λ−2)/12

z6rq6r2

∑
r∈Z+(2ℓ+1)/4

z4rq2r2
− ∑

r∈Z+(2ℓ−1)/4

z4rq2r2 . (2.15)

Both the bosonic and fermionic forms converge for|q|< 1 and must be expanded in the annulus

|q|−ℓ+1 < |z|2 < |q|−ℓ−1 (2.16)

in the complexz-plane so that the correct weight multiplicities of the module are generated [21].

We emphasise however that theβγ ghost theory isnotequivalent to thêsl(2)−1/2-theory under consideration.

The former is obtained by formally extending the chiral algebra of the latter by the fields of thêsl(2)-module

L̂1. But the modular invariants of thêsl(2)−1/2-theory were completely classified in [1, Sec. 10] and it turns out

that the fields of̂L1 arenevercoupled to the (antiholomorphic) identity field. The “equivalence” of the theories

can therefore only be regarded as pertaining to their chiralhalves, not as full conformal field theories. This is

not insubstantial however. For example, it allows us to identify certainchiral correlation functions in the two

theories (although we would then have to “glue” the holomorphic and antiholomorphic results differently when

constructing the full correlators of the two inequivalent theories).

It remains to discuss the modular invariance of the theory. The theory is onlyquasi-rational(in the sense

of Nahm [19]) so its modular properties are significantly more subtle than those of rational conformal field

theories. We will therefore take some time to emphasise the differences. First, we normalise the characters (in

the standard way) by multiplying byykq−c/24 = y−1/2q1/24. They may then be expressed in terms of Jacobi
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theta functions and the Dedekind eta function:

χ̃
γℓ
(
L̂λ

) (y;z;q) =





y−1/2η (q)
2

[
(−1)ℓ/2

ϑ4
(
z;q
) + (−1)λ

ϑ3
(
z;q
)
]

if ℓ is even,

y−1/2η (q)
2

[
(−1)(ℓ+1)/2

i

ϑ1
(
z;q
) +

(−1)λ

ϑ2
(
z;q
)
]

if ℓ is odd.

(2.17)

The normalised characters therefore span a four-dimensional vector space, despite the fact that they are supposed

to collectively encode the weight space multiplicities of an infinite number of modules. Modules with the same

character are only distinguished by their (disjoint) annuli of convergence (2.16) in thez-plane. However, these

annuli are not preserved under modular transformations, sowe can only define an action of the modular group

if we agree to ignore convergence regions.1 It follows that the modular properties of the theory will be blind to

such distinctions, so only four independent characters canbe relevant to such considerations. We will refer to

the characters (2.17),sansconvergence region, asmodular charactersin what follows.

To summarise, we have a bijective correspondence between modules and characters with a given region

of convergence. To consider modular properties, we are now forced to “forget” these convergence regions,

thereby losing the bijectivity. What we gain is that the so-obtained modular characters are now, artificially,

defined (almost) everywhere in thez-plane, so that they admit a well-defined action of the modular group.

Formally, we are defining a projection from the abelian group(with operation⊕) generated by theγℓ
(
L̂λ
)
,

theGrothendieck group of modules, to the abelian group generated by the corresponding normalised characters

(2.17), theGrothendieck group of modular characters. One can easily check that the kernel of this projection is

precisely generated by the modules of the form

γℓ±1(
L̂0
)
⊕ γℓ∓1(

L̂1
)
. (2.18)

Now, the Grothendieck group of modules comes equipped with amultiplication — fusion. We may therefore

speak of the Grothendieck ring of modules, or in more standard terminology, the fusion ring. But it is easy to

check from Equation (2.9) that the kernel of the projection discussed above is an ideal of the fusion ring, so

the fusion operation descends naturally to the Grothendieck group of modular characters (fusion is therefore

well-defined at the level of these characters). This latter group may thus be given a ring structure, so we will

refer to it as theGrothendieck ring of modular characters.

The above discussion makes it clear that the Grothendieck ring of modular characters is a quotient of the

true fusion ring of our theory. However, it does not possess some of the nice features that one would expect

of a fusion ring. In particular, the structure constants of afusion ring (the fusion coefficients) are non-negative

integers in the canonical basis, and the conjugation automorphismw acts as a permutation there. Neither of

these statements holds in the Grothendieck ring of modular characters (note thatw has a well-defined action

on this quotient). They are spoiled by the consistent appearance of negative integer coefficients, which we can

trace back to the “⊕” in Equation (2.18).

Nevertheless, it is the Grothendieck ring of modular characters on which the modular group acts,not the

fusion ring. TheS andT-matrices of the theory are therefore 4 by 4 matrices, and turn out to be symmetric

1Of course, we could just conclude from this observation thatmodular transformations are meaningless for the conformal fieldtheory
under consideration. We regard this conclusion as unsatisfactory because the proposal here leads to the well-known finite-dimensional
representation of the modular group and a perfectly reasonable Verlinde formula. However, the relevance of this proposalto physics
remains to be determined. In particular, it is not clear at present if such a modular invariant guarantees the consistency ofthe theory on a
torus.
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and unitary as one would hope. But, as has been known for a longtime,S2 is not a permutation matrix and the

Verlinde formula,

N
k

i j = ∑
r

Sir Sjr S∗kr

S0r
, (2.19)

gives positive and negative integer “fusion” coefficients.However, one easily verifies thatS2 is precisely the

matrix representing conjugation in the Grothendieck ring of modular characters and that theN k
i j are precisely

the structure constants of this ring. This realisation [1] fully resolved the puzzle of “negative fusion coefficients”,

at least for̂sl(2)−1/2, and it is clear that the story should be analogous for other fractional level theories.

3. THE COSETTHEORY

We will construct the coset theory
ŝl(2)−1/2

û(1)
, (3.1)

where thêu(1) subtheory is generated by the Virasoro primary fieldh(z). This is then a fractional level analogue

of the parafermion theories of [64]. Thêu(1) subtheory has energy-momentum tensor given by

t (z) =−
1
2

: h(z)h(z) : (3.2)

and central charge 1, so the coset theory is ac=−2 theory with energy-momentum tensor

T(z) = T (z)− t (z) =
2
3

: h(z)h(z) : −
1
3

: e(z) f (z) : −
1
3

: f (z)e(z) : . (3.3)

It follows that the Virasoro zero-mode in the coset theory takes the form

L0 = L0+
1
2

h2
0+ ∑

r>0
h−rhr . (3.4)

The states of the coset theory may then be realised as theû(1)-highest weight states of thêsl(2)−1/2-theory.

The coset construction [14] guarantees that these states carry a representation of the Virasoro algebravir.

As û(1)-Verma modules are always irreducible, it is easy to decompose theŝl(2)-modules into their̂u(1)

constituents (this of course assumes that these constituents are actually highest weight modules). The character

of a û(1)-Verma module ofsl(2)-weight 2n∈ Z is

q−2n2

(q)∞
= q−2n2

[
1+q+2q2+3q3+5q4+7q5+11q6+15q7+ . . .

]
, (3.5)

so by subtracting these multiplicities appropriately fromthose of Figure 2, we arrive at a picture of the multi-

plicities of û(1)-highest weight states in thêsl(2)-modulesL̂0 andL̂1. This is illustrated in Figure 3. These

û(1)-highest weight states therefore carry ac=−2 representation ofvir whose character we can now read off

(at least to grade 7).

For example, restricting to the subspace ofL̂0 whose states have vanishingsl(2)-weight, Figure 2 gives its

character (to order 7) as

1+q+3q2+6q3+12q4+21q5+38q6+63q7+ . . . (3.6)

Since the highest state is obviously aû(1)-highest weight state of dimension 0, we can subtract the multiplicities

of Equation (3.5) to get

q2+3q3+7q4+14q5+27q6+48q7+ . . . (3.7)
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1 1 1
1 0 1 1 1 1 1

1 1 1 1 1 1 1 1 1 1 1
1 1 2 2 2 1 1 1 1 2 2 2 2 1 1

1 1 2 2 3 2 2 1 1 1 1 2 3 3 3 3 2 1 1
1 1 2 3 4 4 4 3 2 1 1 1 1 2 3 4 5 5 4 3 2 1 1

1 1 2 3 5 5 6 5 5 3 2 1 1 1 1 2 3 5 6 7 7 6 5 3 2 1 1
1 1 2 3 5 6 8 8 8 6 5 3 2 1 1 1 1 2 3 5 7 9 10 10 9 7 5 3 2 1 1

...
...

L̂0 L̂1

FIGURE 3. The multiplicities of thêu(1)-highest weight states in the generating representa-
tions of ŝl(2)−1/2 to grade 7. Thesl(2)-weight and conformal dimension are as in Figures 1

and 2 (the dimensions are with respect toŝl(2)−1/2, not its coset).

This indicates that there must be anotherû(1)-highest weight state of dimension 2. Repeating this process, we

obtain the multiplicities (for the zero-weight subspace) indicated in Figure 3:

1+q2+2q3+3q4+4q5+6q6+8q7+ . . . (3.8)

Now the highest of thesêu(1)-highest weight states must be avir-highest weight state of dimension 0 (under

the coset Virasoro action). There is noû(1)-highest weight state with weight 0 and dimension 1, so thisvir-

highest weight state can be identified as the vacuum of the coset theory. Indeed, asc= −2, we can therefore

conclude from the structure theory of highest weight Virasoro modules [65] that this vacuum generates an

irreducible module with character

1−q
(q)∞

= 1+q2+q3+2q4+2q5+4q6+4q7+ . . . (3.9)

Subtracting these multiplicities from those of Equation (3.8), we deduce that there must exist avir-highest

weight state of dimension 3. It too is seen to generate an irreducible module (by checking that its singular

descendant at grade 3 vanishes), so we find that thesl(2)-weight zero states decompose into irreduciblevir-

modules of dimension 0 and 3 (and probably others).

This decomposition procedure is tedious, but easily implemented on a computer. We can therefore explore

the coset theory in terms of its Virasoro modules to some depth. Before describing the results of such inves-

tigation, let us just note the simple case in which we analysethe highest state in the subspace of states whose

sl(2)-weights are constant, 2n∈ Z say. Such a state is obviously a highest weight state in the coset theory and

Equation (3.4) indicates that its conformal dimension willbe|n|−
(
−1

2 4n2
)
= |n|(2|n|+1).

By repeating this decomposition analysis deeper in theŝl(2)-modules, we are led to a precise conjecture:

The set of̂u(1)-highest weight states with givensl(2)-weight 2n ∈ Z decomposes as avir-module into the

irreducibles
∞⊕′

m=2|n|

Lm(m+1)/2. (3.10)

Here,Lh denotes the irreducible (c= −2) vir-module whose highest weight state has conformal dimensionh,

and the prime indicates that the sum indexm increases by 2. We emphasise thatn may take half-integer values,

so Equation (3.10) describes the coset decomposition of both ŝl(2)-modulesL̂0 andL̂1. It now follows that the
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character of this infinite sum of modules is then2

∞

∑′

m=2|n|

qm(m+1)/2−q(m+1)(m+2)/2

(q)∞
=

∞

∑
m=2|n|

(−1)m−2n qm(m+1)/2

(q)∞
(3.11)

(the unprimed sum on the right hand side increases by 1 as per usual). Comparing with Equation (2.14), we see

that our conjecture will be proven if we can demonstrate the following equality:

∞

∑
m=|n|

qm

(q)m−n (q)m+n
=

q−2n2

(q)2
∞

∞

∑
m=2|n|

(−1)m−2nqm(m+1)/2 (2n∈ Z). (3.12)

The additional factor ofq−2n2
/(q)∞ on the right hand side precisely accounts for the characters(3.5) of the

û(1)-modules with respect to which we have decomposed our theory. We verify Equation (3.12) in Appendix A.

We could also decompose the twisted modulesγℓ
(
L̂λ
)

with ℓ 6= 0 into û(1)-modules and determine the

corresponding cosetvir-representations. However, we would quickly discover thatthere is little point to this

exercise, as the coset representations obtained are the same, regardless of the value ofℓ. This should not be

surprising as the Virasoro algebra does not admit any non-trivial spectral flow automorphisms. To verify this

properly, note that under the action of the spectral flow automorphismγ (given in Equation (2.5)),sl(2)-weights

are only shifted by a constant, in fact by the levelk=−1
2. Spectral flow therefore maps a set of states of constant

sl(2)-weight to another set of states of constantsl(2)-weight, preserving the multiplicities. The decomposition

into û(1)-modules will therefore be identical. It remains only to check the conformal dimensions of the coset

(Virasoro) highest weight states. But, applyingγ to Equation (3.4) gives

γ
(
L0
)
= γ

(
L0+

1
2

h2
0+ ∑

r>0
h−rhr

)
= L0−

1
2

h0−
1
8
+

1
2

(
h0+

1
2

)2

+ ∑
r>0

h−rhr = L0, (3.13)

so the coset dimensions do not change under spectral flow.

In summary then, we have derived the spectrum of the (chiral)coset theory. With the usual field identi-

fications derived from chiral algebra automorphisms (spectral flow), we can restrict our attention to the de-

composition of the untwisted moduleŝL0 andL̂1. The spectrum then consists of the irreduciblevir-modules

Lm(m+1)/2 for m∈ N, and each such module appears with multiplicitym+1. However, thesem+1 copies are

not completely identical. Because the states of the coset theory arêu(1)-highest weight states of̂sl(2)-modules,

they come equipped with an extra quantum number, thesl(2)-weight (or equivalently, theu(1)-charge). It is

therefore more honest to say that them+1 copies of thevir-moduleLm(m+1)/2 are distinguished by theirsl(2)-

weights, which arem, m−2, . . .,−m+2 and−m.

4. THE TRIPLET MODEL

Readers familiar withc = −2 conformal field theories will no doubt recognise the conformal dimensions
1
2m(m+1) which appear in the spectrum of our coset theory. Indeed, these constitute the first column of the

extended Kac table for this central charge, a part of which isreproduced in Table 1 (the Kac table proper is

empty). This lists the conformal dimensions of the highest weight states whose Verma modules are reducible,

and hence have non-trivial singular vectors. Forc=−2, the corresponding dimensions are given by

hr,s =
(2r−s)2−1

8
(r,s∈ Z+). (4.1)

2Strictly speaking, it is this character which we conjecturebased on the above analysis.
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0 −1
8 0 3

8 1 15
8 3 · · ·

1 3
8 0 −1

8 0 3
8 1 · · ·

3 15
8 1 3

8 0 −1
8 0 · · ·

6 35
8 3 15

8 1 3
8 0 · · ·

10 63
8 6 35

8 3 15
8 1 · · ·

· · · · · · · · · · · · · · · · · · · · ·
.. .

TABLE 1. A part of the extended Kac table forc = −2, listing the conformal dimensions
hr,s. Here,r increases downwards, ands increases to the right, so the top-left-hand corner
corresponds to the vacuum withh1,1 = 0.

The central chargec=−2 occupies a special place in the history of logarithmic conformal field theory as it

was here that the presence of logarithmic singularities in correlation functions was first linked to the presence

of non-trivial Jordan cells in the normal form ofL0 [27]. Indeed, one of the best understood examples of

these theories, thetriplet modelof Gaberdiel and Kausch [57, 58], hasc = −2. This model has an unusual

extended chiral algebra that is generated by an energy-momentum tensorT and three (Virasoro) primary fields

Wi (whence the appellation “triplet”) of dimension 3. The operator product expansions take the form (when

normalised appropriately)

W
i (z)W j (w) =

κ i j

[
−2

(z−w)6 +
6T(w)

(z−w)4 +
3∂T(w)

(z−w)3 −
3
2∂ 2T(w)−8 :TT : (w)

(z−w)2 −
1
3∂ 3T(w)−8 : ∂TT : (w)

z−w

]

+∑
k

f i j
k

[
5Wk (w)

(z−w)3 +
5
2∂Wk (w)

(z−w)2 +
1
5∂ 2Wk (w)+ 12

5 : TWk : (w)

z−w

]
+ . . . , (4.2)

whereκ i j and f i j
k are the Killing form and structure constants ofsl(2) with respect to some (arbitrary) basis.

This algebra is not the enveloping algebra of any (finitely generated) Lie algebra, but it nevertheless admits an

obvious triangular decomposition. The notions of highest weight state and highest weight module are therefore

well-defined, and it turns out that only four irreducible highest weight modules appear in the triplet model.

The relevant irreducibles turn out to be generated by highest weight states of conformal dimensionsh1,1 = 0,

h2,1 = 1, h1,2 = −
1
8 andh2,2 =

3
8, respectively [57]. Furthermore, there is a single state (up to normalisation)

of dimensions 0 and−1
8 in the corresponding modules, whereas the multiplicity of the states of dimensions 1

and 3
8 in their modules is two. We mention for later reference that the fusion rules of the theory close on the

dimension 0 and 1 modules, but that fusion among the dimension−1
8 and 3

8 modules leads to two new modules.

These may be identified as indecomposable extensions of the dimension 0 and 1 modules and are responsible

for the logarithmic nature of the triplet model [57]. The fusion rules close on this larger set of modules.

For now we wish to concentrate on the two highest weight modules of the triplet algebra whose dimensions

are 0 and 1. All the states of these modules then have integer conformal dimension. This should remind the

reader of our coset theory. By the end of Section 3, we had determined that our coset had preciselym+ 1

Virasoro highest weight states of dimensionm(m+1)/2. Takingm= 0 and 1, we thereby recover just one state
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of conformal dimension 0 but two states of conformal dimension 1, just as in the triplet model. Moreover, the

three primary fieldsWi which generate the triplet algebra correspond to three Virasoro highest weight states

in the vacuum triplet module. This also accords with the highest weight state multiplicities which we have

observed in our coset theory (takem= 2 in the above), leading us to conjecture that this coset theory is nothing

but the triplet model.

More precisely, we conjecture that our coset model (3.1) hasthe same extended chiral symmetry algebra as

the triplet model. This is a reasonable hope as we know that the fields of thêsl(2)−1/2 vacuum module are chiral,

so the fields into which these decompose in the coset model will also be chiral. Moreover, by Equation (3.11)

the “extended” coset vacuum module has character

∑
n∈Z

∞

∑′

m=2|n|

qm(m+1)/2−q(m+1)(m+2)/2

(q)∞
z2n =

q−1/8

(q)∞
∑

m∈Z

q(4m+1)2/8 ·
z2m+1−z−2m−1

z−z−1 , (4.3)

which coincides with the character of the triplet vacuum module [59, 66] (thez-dependence can be verified

within the symplectic fermion framework). This coincidence suggests that the coset theory admits the same

chiral algebra as the triplet model, but proving this requires some non-trivial arguments and computations. We

turn to these next.

In principle, we should start calculating correlation functions in the coset theory. This would then enable us

to deduce operator product expansions for the chiral fields,and we would expect to thereby uncover those of the

triplet algebra (Equation (4.2)). However, determining correlators of coset theories is generally acknowledged to

be quite hard — the coset mechanism is not well-suited for such computations [16] — and in most cases one has

to resort to a free-field realisation. Luckily, here we can proceed chirally by using theβγ ghost system, itself a

free-field realisation of thêsl(2)−1/2-theory that we started with. We will show in what follows that the algebra

structure of the coset of the ghosts by itsû(1)-subtheory is completely fixed by its vacuum module structure.

This will then allow us to deduce the chiral algebra of theŝl(2)−1/2-coset.3 We remark that this approach is

constructive — the rather complicated form of the triplet algebra operator product expansions (Equation (4.2))

will be verified as a simple corollary of those of the ghost coset theory.

To begin, we recall that the vacuum module of the ghost theoryis formed from thek = −1
2 ŝl(2)-modules

L̂0 andL̂1 [1]. The two zero-grade states of the latter module (see Figure 3) give rise to twovir-highest weight

states in the coset theory of dimension 1. We will denote these highest weight states by
∣∣ζ
〉

and
∣∣η
〉
, noting

that they havesl(2)-weights 1 and−1 (respectively). Since such weights are conserved in operator product

expansions, we can immediately deduce from Figure 3 and our knowledge of conformal dimensions in the coset

theory that

ζ (z)ζ (w) =W+ (w)(z−w)+ . . . η (z)ζ (w) =
a

(z−w)2 +bT(w)+ . . . (4.4a)

ζ (z)η (w) =
µa

(z−w)2 +µbT(w)+ . . . η (z)η (w) =W− (w)(z−w)+ . . . , (4.4b)

wherea andb are unknown constants,µ = ±1 describes whetherζ andη are mutually bosonic or fermionic,

and theW± (w) are Virasoro primaries of dimension 3 andsl(2)-weight±2. It follows immediately that

T(z) = b−1 : η (z)ζ (z) : . (4.5)

3In fact, the algebra of the triplet model can be fixed using onlythe underlying vacuum representation. However, this requires a long and
convoluted analysis of associativity and null-vectors (reported in [67] though not detailed there). We propose studying instead the ghost
coset algebra because the corresponding analysis is extremely simple.
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Assuming thatζ andη are mutually bosonic (µ = 1) leads toT having central charge 2, whereas assuming

that they are mutually fermionic (µ =−1) givesc=−2. With either choice,T(z)T(w) has the wrong operator

product expansion for an energy-momentum tensor unlessa+b= 0. This fixesζ andη to be mutually fermionic

and the operator product expansions (4.4) require that in addition, ζ andη are both mutually fermionic with

respect to themselves. Normalising so thata= 1, the defining operator product expansions become

ζ (z)ζ (w) =W+ (w)(z−w)+ . . . η (z)ζ (w) =
1

(z−w)2 −T(w)+ . . . (4.6a)

ζ (z)η (w) =
−1

(z−w)2 +T(w)+ . . . η (z)η (w) =W− (w)(z−w)+ . . . (4.6b)

We recognise these as the defining relations of the chiral algebra of (a subtheory of) symplectic fermions [60].

This proves that thêu(1)-coset of theβγ ghost system admits the same chiral algebra as the theory of

symplectic fermions. To deduce from this the correspondingresult for ŝl(2)−1/2 and the triplet model, we

will show two things: First, that the triplet algebra can be derived as a subalgebra of the chiral algebra of

symplectic fermions, and second, that the fields generatingthe triplet algebra are expressible in terms of the

coset representatives of the chiral fields of ourŝl(2)−1/2-theory. In fact, this first requirement is already well

known — such a demonstration may be found for example in [59] —but we will nevertheless outline the

derivation for completeness.

Indeed, the triplet algebra generators are now evident. We define

W+ (z) = : ∂ζ (z)ζ (z) : and W− (z) = : ∂η (z)η (z) : (4.7)

and check that these are indeed primary fields of dimension 3 with respect toT. The operator product expansion

of W± with itself is regular, as expected, and we compute (with thehelp of OPEDEFS [68]) that

W± (z)W∓ (w) =

−

[
−2

(z−w)6 +
6T(w)

(z−w)4 +
3∂T(w)

(z−w)3 −
3
2∂ 2T(w)−8 :TT : (w)

(z−w)2 −
1
3∂ 3T(w)−8 : ∂TT : (w)

z−w

]

∓

[
5W0 (w)

(z−w)3 +
5
2∂W0 (w)

(z−w)2 +
1
5∂ 2W0 (w)+ 12

5 : TW0 : (w)

z−w

]
+ . . . , (4.8)

whereW0 (w) is the third Virasoro primary of dimension 3 (itssl(2)-weight vanishes), normalised as

W0 (z) = : ∂ζ (z)η (z) : − : ζ (z)∂η (z) : . (4.9)

We mention thatW0 (w) appears, along with∂T (w), in the first omitted term of the operator product expansions

(4.6) ofζ andη . The remaining operator product expansions of the triplet generators turn out to be

W0 (z)W± (w) =±2

[
5W± (w)

(z−w)3 +
5
2∂W± (w)

(z−w)2 +
1
5∂ 2W± (w)+ 12

5 : TW± : (w)

z−w

]
+ . . . (4.10)

and

W0 (z)W0 (w) =

2

[
−2

(z−w)6 +
6T(w)

(z−w)4 +
3∂T(w)

(z−w)3 −
3
2∂ 2T(w)−8 :TT : (w)

(z−w)2 −
1
3∂ 3T(w)−8 : ∂TT : (w)

z−w

]
+ . . . (4.11)
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Comparing Equations (4.8), (4.10) and (4.11) with Equation(4.2), we conclude thatW+, W0 andW− indeed

realise the triplet algebra with the Killing form and structure constants ofsl(2) for the sl(2;R)-type basis

{e,h, f} of Section 2 (W+ corresponds toe, W0 to h andW− to f ).

The triplet algebra therefore appears as a subalgebra of thechiral algebra of symplectic fermions. We note

that because the triplet generatorsW+, W0 andW− have dimension 3 andsl(2)-weights 2, 0 and−2 respec-

tively, they must be coset representatives of fields associated to theŝl(2)-moduleL̂0.4 The triplet generators are

therefore coset representatives of chiralŝl(2)-fields, completing our proof that the coset theoryŝl(2)−1/2/û(1)

admits the triplet algebra as an extended chiral algebra.

In fact, it is easy to see from the coset conformal dimensionsthatW+ is the representative ofe andW− is

the representative off , up to some normalisation. The field corresponding toW0 requires more work, but a

straight-forward computation verifies that the onlyû(1)-primary field of dimension 3 andsl(2)-weight 0 which

is also primary with respect to the coset energy-momentum tensorT is

∂ 2h−6 : ∂hh : −8 : hhh: −27 :∂ f e : +3 : ∂e f : +12 : f he: . (4.12)

This field therefore has coset representativeW0, again up to some normalisation.

So much for the chiral algebra. Could it be that our coset theory is just the triplet model? We know that the

ŝl(2)-moduleL̂1 decomposes in the coset theory into a module with character (compare Equation (4.3))

∑
n∈Z+1/2

∞

∑′

m=2|n|

qm(m+1)/2−q(m+1)(m+2)/2

(q)∞
z2n =

q−1/8

(q)∞
∑

m∈Z

q(4m−1)2/8 ·
z2m−z−2m

z−z−1 , (4.13)

which coincides with the character of the irreducible triplet module whose highest weight state has conformal

dimension 1 [59]. A nice corollary of the above chiral algebra identification is that we can now conclude that

L̂1 does indeed become this irreducible triplet module in the coset model, because the triplet algebra admits no

other module with this character. As for the other modules ofŝl(2)−1/2, we have already noted in Section 3

that these other modules are twisted versions of eitherL̂0 or L̂1 and so they yield identical coset modules.5 The

standard “field identification” now removes them from further consideration.

But we also have to wonder about the remaining modules of the triplet algebra. What we have shown so far is

that our coset theory consists of two irreducible triplet modules, both of which have states of integer conformal

dimension. This is not true for the other irreducible triplet modules (recall that their highest weight states had

conformal dimensions−1
8 and3

8), so the triplet model cannot be our coset theory. Furthermore, we have already

noted that the triplet model is a logarithmic conformal fieldtheory, so there are additional indecomposable (but

reducible) modules in the theory.

The coset theory we have constructed above is therefore definitely not the triplet model, but this reasoning

suggests that we should identify our coset theory with a partof the triplet model.6 One possible conclusion is

then that our coset theory is not complete because the theorywe started with was too small. We will therefore

4This follows from the fact that the other possibility,̂L1, has only oddsl(2)-weights. We remark that in Section 5, we will introduce
additionalŝl(2)-modulesÊ0 andÊ1 whosesl(2)-weights are even and odd, respectively. But the dimensions of the corresponding coset
fields are never integers, so fields from these modules can be ruled out as well.
5In fact, the spectral flow generator does shift the set ofsl(2)-weights by multiples ofk=− 1

2 , so the coset modules would be distinguishable
on this basis. However, the triplet algebra cannot see this as it does not contain any element likeh0.
6But is thispartial coset theory well-defined in itself? The answer appears to be“no”. In particular, it has no modular invariant. This is
very interesting to note, especially when one recalls that the standard method for analysing cosets of rational theoriesis to first establish
the modular properties of the coset characters and then work one’s way back [16]. A more interesting question is then whether the non-
logarithmic parent theorŷsl(2)−1/2 is well-defined! We hope to report on this in the future.
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return to the fractional level theorŷsl(2)−1/2, seeking a natural augmentation of the spectrum. Since the triplet

model is logarithmic, we expect that this augmentation willalso lead to a logarithmic conformal field theory.

5. AUGMENTING ŝl(2)−1/2

At first sight, it seems unreasonable to try to augment the fractional levelŝl(2)−1/2 theory. It is well known

[1, 21] that the structure of the irreducible vacuum module selects the four admissible modules of Kac and

Wakimoto as the only highest weight modules allowed in the theory. These are all irreducible, and all four

are required if we insist upon modular invariance [15]. However, these highest weight modules do not close

under fusion or conjugation, rather they generate infinite sequences of irreducible modules which are not highest

weight (Section 2). It is therefore germane to wonder if there are not other non-highest weight “admissible”

modules (in the sense that they are likewise selected by the structure of the irreducible vacuum module) which

we have not yet considered.

A strong clue as to where we should look for such additional admissible modules is contained in Gaberdiel’s

work [17] on ŝl(2)−4/3. There, it was found that the admissible highest weight modules and their spectral flows

do not close under fusion but also generate modules whose zero-grade subspace is neither highest nor lowest

weight forsl(2). Such modules are not generated by fusion in ourŝl(2)−1/2 model, but they do form natural

candidates for augmenting the theory.

Consider therefore the (non-trivial) vanishing singular vector of the vacuum̂sl(2)-module atk = −1
2. This

hassl(2)-weight 4 and conformal dimension 4 and is given explicitly (up to normalisation) by
(
156e−3e−1−71e2

−2+44e−2h−1e−1−52h−2e2
−1+16f−1e3

−1−4h2
−1e2
−1

)∣∣0
〉
. (5.1)

The corresponding (vanishing) field is therefore

78 :∂ 2ee: −71 :∂e∂e : +44 :∂ehe: −52 :∂hee: +16 : f eee: −4 : hhee: = 0. (5.2)

We have omitted the customary explicit coordinate dependence of this field for conciseness. For computations,

it is more convenient to consider instead its weight 0 descendant of the same dimension (which therefore also

vanishes):

64 :ee f f : +16 :ehh f : −136 :eh∂ f : +128 :e∂h f : −12 :e∂ 2 f : −8 : hhhh:

+200 :∂eh f : −108 :∂e∂ f : +8 : ∂hhh: −38 :∂h∂h : +156 :∂ 2e f : +24 :∂ 2hh : −∂ 3h= 0. (5.3)

We expand this (chiral) field into modes and let the zero-modeact on a state
∣∣vm
〉

of sl(2)-weight m which

we assume is annihilated by eachej , h j and f j with j > 1. Such states
∣∣vm
〉

are not necessarilŷsl(2)-highest

weight states and have sometimes been referred to asrelaxedhighest weight states in the literature [61,62]. The

resulting constraint is
(
64f 2

0 e2
0+16f0h2

0e0−192f0h0e0+180f0e0−8h4
0−8h3

0+10h2
0+6h0

)∣∣vm
〉
= 0. (5.4)

If
∣∣vm
〉

is indeed an̂sl(2)-highest weight state, this constraint restrictsm to be one of the admissible weights

0, 1,−1
2 or−3

2. If not, we have to work a little harder. Our conventions forsl(2)-modules which are not highest

weight are summarised in Appendix B. In particular, Equation (B.1) defines constantsαm by
∣∣vm+2

〉
= e
∣∣vm
〉

and f
∣∣vm
〉
= αm

∣∣vm−2
〉
, (5.5)
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and Equation (B.4) shows that they are related by

αm+2 = αm+m. (5.6)

The constraint (5.4) therefore becomes

64αm+4αm+2+
(

16(m+2)2−192(m+2)+180
)

αm+2−8m4−8m3+10m2+6m= 0, (5.7)

and substituting Equation (5.6) forαm+4 allows us to solve this explicitly. The result is that there are only two

possibilities:

αm =−
m(m+1)

2
or αm =

(2m−1)(2m−3)
16

. (5.8)

As we already know the highest weight states, we may suppose that
∣∣vm
〉

is not such a state. If bothαm

andαm+2 are given by the first possibility of Equation (5.8), then substituting into Equation (5.6) implies that

m= −1, hence thatαm = 0. We thereby deduce that in this case
∣∣v−1

〉
is the non-highest weight zero-grade

state of thêsl(2)-moduleL̂1. If αm andαm+2 are given by different possibilities in Equation (5.8) thenwe also

get constraints on the weightsm. However, in this case one finds thatm /∈ R which is impossible if we want to

equip the corresponding module with a (non-zero) hermitianform that respectsh†
0 = h0 (Appendix B).

It remains then to study when bothαm andαm+2 are given by the second possibility of Equation (5.8), and it

turns out that there is now no constraint uponm. To understand what Equation (5.8) means in this case, we note

that it is equivalent to the eigenvalue of thesl(2)-CasimirQ= 1
2h2−e f− f ebeing

Qm =
1
2

m2−m−2αm =−
3
8
. (5.9)

Recalling thatT (z) is closely related toQ (see Equation (2.4)), this means that a relaxed highest weight state∣∣vm
〉

is admissible — which we henceforth (re)define to mean not forbidden by the structure of the irreducible

vacuum module — if its conformal dimension is13Qm = −1
8. This covers all the zero-grade states of the

(twisted)ŝl(2)-modulesL̂−1/2 andL̂−3/2 and their conjugates.

However, it also allows for many more possibilities. In particular, given an arbitrary weightm, we can

construct relaxed highest weight states
∣∣vm
〉

with conformal dimension−1
8 by choosing

αm =
(2m−1)(2m−3)

16
. (5.10)

These states are therefore admissible, and constitute a zero-grade subspace which has neither highest nor lowest

weight states (as ansl(2)-module).7 This analysis, similar to that reported in [17, 22], therefore indicates that

there should be further modules, built from these zero-grade subspaces, which are not forbidden in anŝl(2)−1/2-

theory. We now ask ourselves how we can decide which of these modules we should choose to augment our

current theory by, so as to obtain the triplet model as a cosettheory.

The answer to our question lies in determining the conformaldimensions of the coset theory states corre-

sponding to these new zero-grade states. Since the relaxed highest weight states are assumed to be annihilated

by theh j with j > 0, Equation (3.4) gives the conformal dimension as

1
2

m2−
1
8
. (5.11)

7Actually, here we must stipulate thatm /∈ Z+ 1
2 , for the alternative leads toαm = 0 for m= 1

2 or 3
2 , indicating a lowest weight state.

Nevertheless, zero-grade states withm∈ Z+ 1
2 are not excluded from being admissible.
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Note that form integral, this formula precisely reproduces the dimensionshr,2 of the extended Kac table, Table 1,

with r = |m|+1. It follows that arelaxedhighest weight̂sl(2)-module whose zero-grade subspace consists of

relaxed highest weight states of conformal dimension−1
8 andsl(2)-weights in 2Z will decompose in the coset

model into Virasoro modules with highest weight states of dimensions−1
8, 15

8 , 63
8 and so on. Similarly, when

the zero-grade subspace hassl(2)-weights in 2Z+1, the Virasoro highest weight states will have dimensions3
8,

35
8 , 99

8 and so on. This is obviously suggestive for the two irreducible triplet algebra representations discussed

at the end of Section 4. Indeed, we mention that this decomposition gives a single Virasoro-highest weight state

of dimension−1
8 but two of dimension3

8, just as one finds in these triplet algebra representations.

Let us therefore consider the augmentation of theŝl(2)−1/2-theory by the integer weight modules described

above (and their twisted versions under the spectral flow). We will refer to the theory generated by this aug-

mentation as thêsl(2)aug.
−1/2-theory. In the language of [22], this is alift of the originalŝl(2)−1/2-theory, though

we emphasise that the modules we are augmenting by were not considered in that article.

We want to be precise about the nature of these newŝl(2)-modules, so let us first consider the infinite-

dimensionalsl(2)-representations formed by their zero-grade subspaces. These are defined by

e
∣∣vm
〉
=
∣∣vm+2

〉
, h

∣∣vm
〉
= m

∣∣vm
〉

and f
∣∣vm
〉
=

(2m−1)(2m−3)
16

∣∣vm−2
〉
, (5.12)

for m either all even or all odd. Both have the required Casimir eigenvalueQm = −3
8. Moreover, they lift to

representations of the positive Borel subalgebra ofŝl(2) by imposingej
∣∣vm
〉
= h j

∣∣vm
〉
= f j

∣∣vm
〉
= 0 for j > 1

(and declaring thatk=−1
2), and thence to induced modules ofŝl(2) itself. We denote these induced modules by

Ŵ0 or Ŵ1 according to whetherm runs over the even or odd integers respectively. They are examples of relaxed

Verma modules in the language of [61, 62]. Because theej , h j and f j with j 6 −1 act freely, the characters of

theŴλ are easily computed to be

χ
Ŵλ

(z;q) =
q−1/8

∞

∏
i=1

(
1−z−2qi)(1−qi)(1−z2qi) ∑

n∈Z+λ/2

z2n =
q−1/8

(q)∞
∑

n∈Z+λ/2

∞

∑
i, j=0

qi+ j

(q)i (q) j
z2(n+ j−i)

=
q−1/8

(q)∞

∞

∑
i=0

qi

(q)i

∞

∑
j=0

q j

(q) j
∑

n∈Z+λ/2

z2n =
q−1/8

(q)3
∞

∑
n∈Z+λ/2

z2n. (5.13)

Such induced modules are universal for relaxed modules in the same way that Verma modules are for highest

weight modules.

As with genuine Verma modules, we can ask if these relaxed Verma modules are themselves irreducible. It

is easy to show inductively that any proper submodule of theŴλ must be generated by highest weight states

(relaxed or genuine), and we have seen that the vanishing vacuum singular vector forbids these from appearing in

the theory unless they have conformal dimension 0,1
2 or−1

8. As these dimensions are impossible for generators

of proper submodules of̂W0 andŴ1 (recall that the zero-grade states of these modules have dimension−1
8),

any such proper submodules must be set to zero. It follows that we should not try to augment our theory by

the relaxed Verma moduleŝW0 or Ŵ1, but rather by their irreducible quotients. We will denote the irreducible

quotients ofŴ0 or Ŵ1 by Ê0 andÊ1 (respectively). That these irreducibles are indeed properquotients of the

relaxed Verma modules is demonstrated by the states at grade1 of the form

(2m−1)(2m+3)
16

e−1
∣∣vm−2

〉
−

2m+3
4

h−1
∣∣vm
〉
+ f−1

∣∣vm+2
〉
, (5.14)
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which may be checked to be relaxed highest weight states (in fact this is true for allm, not just form∈Z). These

states therefore generate proper (relaxed) submodules of the Ŵλ and so are set to zero in the corresponding

irreducibleŝEλ .

While there does exist a detailed structure theory of relaxedVerma modules for̂sl(2) [61, 62], it is perhaps

easier to obtain the characters of the irreducibleŝl(2)-moduleŝE0 andÊ1 by using the free field realisation of

theβγ ghost system. This does depend upon the fact that the simple current modulêL1 of ŝl(2)−1/2 remains a

simple current in̂sl(2)aug.
−1/2, more precisely that

L̂1×f Ê0 = Ê1 and L̂1×f Ê1 = Ê0. (5.15)

The computation of these fusion rules will be deferred to [63], along with the rest of the fusion rules ofŝl(2)aug.
−1/2.

Taking the above rules as given however, we have the natural interpretation that the two irreduciblêsl(2)-

modulesÊ0 andÊ1 combine to form a single irreducible module for theβγ ghost algebra. This latter module

will therefore have a zero-grade subspace with one state
∣∣vm
〉

for each integral weightm∈ Z.

It is easy to work out the character of the corresponding relaxed Verma module for theβγ ghosts. The same

computation as in Equation (5.13) gives

q−1/8

∏∞
i=1 (1−z−1qi)(1−zqi) ∑

m∈Z

zm =
q−1/8

(q)2
∞

∑
m∈Z

zm. (5.16)

Comparing with the sum of the characters of the relaxed Vermamodules of̂sl(2) given in Equation (5.13), we

see that the character of thisβγ-module is the same up to multiplication by the simple factor

(q)∞ = 1−q−q2+q5+q7−q12−q15+q22+q26− . . . (5.17)

The multiplicities of theβγ-module are therefore smaller in general, so it seems plausible that thisβγ-Verma

module is in fact irreducible. This is to be expected based onstatus of theβγ ghost system as a free field theory

(or as a simple current extension [24, 25]). Indeed, we can prove this irreducibility by looking at the inner

products of states in theβγ-module.8 To wit, this module has a Poincaré-Birkhoff-Witt basis of the form [69]
{

β−i1 · · ·β−ir γ− j1 · · ·γ− js

∣∣vm
〉

: i1 > · · ·> ir > 1, j1 > · · ·> js > 1, m∈ Z
}
, (5.18)

which is easily checked to constitute an orthogonal basis using the commutation relations of Equation (2.13).

The norms of these basis elements have the form(−1) j1+... js
〈
vm
∣∣vm
〉
, and

〈
vm
∣∣vm
〉
6= 0 by Equation (B.2) (as

αm 6= 0 for m∈ Z by Equation (5.10)). The module therefore has no null states, so its irreducibility follows

from standard arguments.

We pause briefly to mention that the expansion (5.17) strongly suggests that the relaxed Verma modulesŴλ

at k = −1
2 have the same “braided” submodule structure as the “admissible” Verma modules. More precisely,

the above expansion is consistent with the picture that there are two independent submodules, generated by

states of grade 1 and 2 respectively, whose intersection is the sum of two independent submodules, generated by

states of grade 5 and 7 respectively, and so on. In fact, the submodule structure of relaxed Verma modules was

elucidated in [61] and is in agreement with this observation. The submodule generators at grade 1 have already

been given in Equation (5.14) and those at grade 2 are easily found to be

(2m−7)(2m−3)(2m+1)(2m+5)
256

e2
−1

∣∣vm−4
〉
−

(2m−3)(2m+1)(2m+5)
32

(h−1e−1−e−2)
∣∣vm−2

〉

8We could also verify explicitly that Equations (5.14) and (5.19) (below) vanish identically upon rewriting them using only theβγ modes.
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+
(2m+1)(2m+5)

16

(
h2
−1+2 f−1e−1−h−2

)∣∣vm
〉
−

2m+5
2

( f−1h−1− f−2)
∣∣vm+2

〉
+ f 2
−1

∣∣vm+4
〉

(5.19)

(and checked to be independent). We note that the coefficients of this formula have a surprisingly regular form.

The conclusion of this exercise is then that the irreducibleŝl(2)-moduleŝEλ have characters of the form

χ
Êλ

(z;q) =
q−1/8

(q)2
∞

∑
n∈Z+λ/2

z2n, (5.20)

so that their weight space multiplicities do not depend uponthesl(2)-weight. We can now play the same game as

in Section 3 to decomposêE0 andÊ1 into c=−2 Virasoro modules in the coset theory. In fact, decomposingthe

subspace ofsl(2)-weight 2n∈ Z states intôu(1)-modules (recalling the latter’s character from Equation (3.5))

corresponds to the simple character decomposition

q−1/8

(q)2
∞

=
q−2n2

(q)∞

q(16n2−1)/8

(q)∞
=

q−2n2

(q)∞

qh2|n|+1,2

(q)∞
. (5.21)

This latter factor,qh2|n|+1,2/(q)∞, is therefore the character of thec=−2 Virasoro module corresponding to the

weight 2n subspace.

In contrast to the constantsl(2)-weight characters of Equation (3.11), this character doesnot uniquely deter-

mine a Virasoro module. For example, it is obviously the character of the Virasoro Verma module with highest

weighth2|n|+1,2. But one can check that this character is shared by the (completely reducible) direct sum

∞⊕′

m=2|n|

L(2m−1)(2m+1)/8, (5.22)

where the primed summation means again that the sum indexm increases by 2. Of course there are many other

possibilities as well. Comparing with Equation (3.10), we might suspect that (5.22) is indeed the correct module

structure for the weight 2n subspace of the coset decomposition of theÊλ . By the way of evidence for this, we

note that the first singular vector in the Verma module withh= h1,2 =−
1
8 (andsl(2)-weight 0),

(
L2
−1−

1
2
L−2

)∣∣v0
〉
=
(

L2
−1−

1
2

L−2−
1
4

h2
−1

)∣∣v0
〉
, (5.23)

has zero norm in the modulêW0, hence must vanish in̂E0. This singular vector is therefore zero in the coset

theory, ruling out the Verma module possibility.

This does not prove that the coset module decomposes as in (5.22). However, we do not need such a result

because we have already determined that the chiral algebra of the coset theory is the triplet algebra. By massag-

ing the above characters as in Equations (4.3) and (4.13), weconclude that̂E0 andÊ1 give rise to coset modules

with respective characters

q−1/8

(q)∞
∑

m∈Z

q(4m)2/8 ·
z2m+1−z−2m−1

z−z−1 and
q−1/8

(q)∞
∑

m∈Z

q(4m−2)2/8 ·
z2m−z−2m

z−z−1 . (5.24)

Since these coincide with the irreducible triplet module characters with highest weight states of dimensions

−1
8 and 3

8 respectively [59], we can conclude that the coset modules described above are precisely these triplet

modules.

What we have thus shown is that augmentingŝl(2)−1/2 by the admissible irreducible moduleŝE0 and Ê1

(and their twisted versions under spectral flow) leads to aû(1)-coset theory which containsall of the irreducible

modules of the triplet model. It only remains to show that this augmentation also generates indecomposable
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modules corresponding to those of the triplet model, thus identifying the coset theory as the triplet model. We

will accomplish this in a sequel [63] by analysing the fusionrules of our augmented theorŷsl(2)aug.
−1/2 in detail.

6. DISCUSSION ANDCONCLUSIONS

In the preceding sections, we have identified the coset conformal field theory obtained from̂sl(2)−1/2 and

its û(1)-subtheory. While this coset resembles theZk-parafermion theories of Zamolodchikov and Fateev [64]

in form, we see little in the way of structural resemblance. Instead, we find that this fractional analogue of

the parafermions forms (a part of) the triplet model of Gaberdiel and Kausch [57].9 More precisely, we have

shown that thêsl(2)−1/2-theory detailed in [1] yields two of the four irreducible triplet modules under this

identification, and moreover that the coset theory admits the triplet algebra as an extended chiral symmetry

algebra.

This left us in an interesting situation in which the coset theory was not modular invariant despite the invari-

ance of the parent̂sl(2)−1/2-theory. Of course, as we explained in Section 2, the modularinvariance of the latter

theory is quite a subtle affair, so perhaps it is not surprising that mismatches such as this can occur. Nevertheless,

it led to the realisation that the consistency of our coset theory was far from satisfactory (at least on a torus).

Such a situation is not unheard of, and generally one adds in some sort of twisted modules to restore modular

invariance to the coset. Here, the resolution was the same and of course previous studies of the triplet model

tell us exactly which additional modules were required. However, we took this one step further by insisting that

these new modules should be obtainable from theŝl(2)−1/2-theory. In other words, we reverse-engineered our

original ŝl(2)−1/2-theory,augmentingit with additional modules, so as to guarantee the modular invariance of

the coset theory.

Following this philosophy, the two irreducible triplet algebra modules which were missing from the coset

theory were discovered to be obtainable from̂sl(2)-modules, albeit from a class of modules which were not

originally considered, the so-called relaxed highest weight modules. Specifically, we found two modules,Ê0

andÊ1, which were the only (relaxed) highest weight modules to yield the missing triplet modules. Moreover,

both Ê0 and Ê1 were shown to be admissible in the sense that they are not forbidden by the structure of the

vacuum module (mathematically, they are representations of the correspondingvertex algebra). This led to a

proposed augmentation of the originalŝl(2)−1/2-theory byÊ0, Ê1 and their images under the spectral flow. We

have denoted the corresponding augmented theory byŝl(2)aug.
−1/2.

In contrast toŝl(2)−1/2, we do not expect to have identified the full spectrum ofŝl(2)aug.
−1/2. Indeed, the

additional two irreducible triplet modules which necessitated this augmentation are well-known to fuse into

modules which are reducible but indecomposable [57]. It is these indecomposables which are responsible for

the logarithmic nature of the triplet model conformal field theory. By now it should not be surprising to learn that

the same turns out to be true for fusions ofÊ0 andÊ1 (this will be addressed in a sequel [63]). The augmented

theoryŝl(2)aug.
−1/2 is therefore likewise a logarithmic conformal field theory.

6.1. Comparison with [22]. A logarithmic version of thêsl(2)−1/2-theory was previously proposed in [22]

where it was referred to as a logarithmiclift . Actually, the authors of this paper proposed two differentlifts based

on different versions of the free field realisation that theyrelied upon. This realisation utilised two fermionic

9Actually, this lack of parafermionic behaviour is probably due to the fact that the “integral part” [16, Sec. 18.6] of the levelk = − 1
2 is 1.

It would be very interesting to check for parafermionic behaviour at more general levels. For example,k= 1
2 has integral part equal to 3.
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fieldsη and∂ξ to generate the chiral algebra and the two proposed lifts corresponded to whether they extended

this algebra with formal antiderivatives of one or both of these fields.

Extending with one formal antiderivative led them to the construction of two relaxed highest weight modules

(for ŝl(2)) similar to ourÊ0 and Ê1, but with weights belonging to 2Z+ 1
2 and 2Z+ 3

2 respectively. Neither

module was irreducible — in accordance with Equation (5.12), the zero-grade states withsl(2)-weights1
2 and

3
2 are lowest weight states forsl(2) which thereby generate properŝl(2)-submodules. We will therefore denote

these indecomposable modules of [22] byÊ
−
1/2 andÊ−3/2 (the “−” superscript indicating the presence of a lowest

weight state with the weight given in the subscript).

It now appears that this particular extended free field realisation amounts to another augmentation ofŝl(2)−1/2,

different to that which we have proposed here. Furthermore,the authors of [22] claim that their augmentation

is closed under fusion (without any justification) and leadsto no logarithmic phenomena, the complete opposite

to what we expect for our augmentation. But we think it important to point out that their augmentation modules

Ê
−
1/2 and Ê−3/2 are neither self-conjugate nor conjugate to one another — the conjugates would bêE+

−1/2 and

Ê
+
−3/2 respectively (in hopefully obvious notation) — in contrastto Ê0 and Ê1. We therefore conclude that

even if the augmentation bŷE−1/2 andÊ−3/2 closes under fusion, it is automatically unsatisfactory asa candidate

for a conformal field theory because many of its fields will have no conjugate and so must decouple from all

correlation functions. The only recourse is to augment further by the conjugate moduleŝE+
−1/2 andÊ+

−3/2. We

strongly suspect that this, more consistent, augmentationwill not close under fusion.

We speculate that the reason whyÊ
+
−1/2 andÊ+

−3/2 were not uncovered in [22] was because the chiral algebra

was only extended by the single formal antiderivativeξ . This clearly breaks the symmetry between∂ξ and

η , so it seems reasonable to suppose that extending instead bythe formal antiderivative ofη would lead to the

conjugate moduleŝE+
−1/2 andÊ+

−3/2, rather than̂E−1/2 andÊ−3/2 (after all,η is the conjugate field to∂ξ in their

setup). If this is so, then we could conclude that the consistency of the augmented theory requires extending by

bothformal antiderivatives.

Happily, the authors of [22] also analysed this possibility. Using symplectic fermions and a free boson, they

proposed twôsl(2)-modules with logarithmic structures (non-diagonalisability of L0). These structures were

not however derived from any underlying insight into augmentations ofŝl(2)−1/2, but were rather determined

directly as a consequence of the known logarithmic structures of symplectic fermion modules [60]. Given

however that symplectic fermions are intimately related tothe triplet model, it therefore seems likely that the

logarithmic structures pictured in [22] will turn out to be similar or identical to those (which we expect to

find) in our proposed augmentation byÊ0 andÊ1. We refer to our forthcoming article [63] for a more detailed

discussion of this point.

Even if this turns out to be the case, there are compelling reasons to continue investigating the augmentation

ŝl(2)aug.
−1/2 which we have proposed in this article. First, it is logically motivated through studying the consistency

of the theory and its cosets. In particular, we have proven that to obtain the triplet model as a coset, we

must includeÊ0 and Ê1 (and hence their twisted images under spectral flow). These modules do not seem

to appear in other discussions relatingŝl(2)−1/2 and the triplet model (or symplectic fermions). Second, the

level k=−1/2 is the simplest example of a variety of fractional level theories whose properties remain largely

unexplored. We do not expect that many other admissible levels have easily guessed free field realisations, so

it makes sense to develop methods and techniques which rely on such realisations as little as possible. Finally,

fusing Ê0 andÊ1 should lead to indecomposablêsl(2)-modules whose algebraic structures can be explored in
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detail. These indecomposables should provide analogues ofthe well-known staggered modules of the Virasoro

algebra [70, 71]. Elucidation of their general properties will be essential in unravelling further properties of

fractional level theories.

6.2. Modular Invariance. We turn now to a brief discussion concerning the modular invariance of the aug-

mented theorŷsl(2)aug.
−1/2. The spectrum of our original̂sl(2)−1/2-theory was already known to be modular

invariant with a perfectly satisfactory Verlinde formula (Section 2). We should therefore explain why augment-

ing the theory bŷE0 andÊ1 does not destroy this rather nice state of affairs. At first glance, the situation appears

hopeless. The characters (5.20) ofÊ0 andÊ1 do not converge for any value ofz, so making any sense of them

beyond formal generating functions for weight multiplicities seems pointless. However, there is one possibil-

ity which accords well with the mathematical principles described in Section 2 and which also preserves the

modular structure found for̂sl(2)−1/2.

It is perhaps best to first describe this possibility for one of the indecomposable modules studied in [22],

Ê
−
1/2 say. The corresponding character is easy to compute and is infact also given by Equation (5.20) (with

λ = 1
2). It too does not converge for any value ofz. However, as remarked above,Ê−1/2 has a submodule

generated by the zero-grade state of weight1
2 and it is not hard to see that this submodule must be isomorphic to

L̂
∗
−1/2 = γ−1

(
L̂0
)
. Moreover, the quotient by this submodule can only beL̂−3/2 = γ

(
L̂1
)
. It therefore follows

that, at the level of formal (normalised) characters,

χ̃
Ê
−
1/2

(y;z;q) = χ̃
γ−1
(
L̂0

) (y;z;q)+ χ̃
γ
(
L̂1

) (y;z;q) . (6.1)

As modular characters, where we forget about convergence, the left hand side makes no sense. But the right

hand side does, as the sum of the modular characters ofγ−1
(
L̂0
)

andγ
(
L̂1
)
.10 It is therefore natural to define

the left hand side to be this sum also. And of course, this sum giveszerobecause of Equation (2.18) (and the

surrounding discussion).

The above prelude is intended to convince the reader that it is natural to assign the modular character 0 to

the modulêE−1/2. We now want to extend this argument to the irreducible modules Ê0 and Ê1 which cannot

be decomposed into a non-trivial submodule and its quotient. Mathematically, the above argument amounts to

splitting the (otherwise horribly divergent) sum

∑
n∈Z+λ/2

z2n (6.2)

into two pieces, one withn > n0 and one withn 6 n0−1. The cutoffn0 in fact depended upon the grade in

the module (power ofq in the character). And of course if one completely ignores the fact that the two sums

thereby obtained converge on disjoint sets, then summing gives 0, independent of the chosen cutoff.

The proposal is then that the irreducible modulesÊ0 andÊ1 should also be assigned modular character 0. A

consequence is that these modules join those of Equation (2.18) in generating the kernel of the projection from

the fusion ring onto the Grothendieck ring of modular characters, thereby preserving the modular structure of

Section 2. This might seem unpalatable to some, but we believe that this is the only logical way of extending

the notion of modular invariance to our augmented theory. Ofcourse, that this makes a modicum of sense does

not guarantee that this proposal has any physical relevance, but at least we can be content in knowing that it

10Of course, the intersection of the annuli of convergence (2.16) of the corresponding characters isempty. But that is the point of modular
characters — to forget completely about regions of convergence.
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preserves the mathematical structures, in particular the Verlinde formula, that have contributed so much to the

recent interplay between mathematics and physics.

6.3. Future Work. We conclude with a brief outlook. The most immediate questions raised by the work

reported here involve “fleshing out” our proposed augmentation to theŝl(2)−1/2-theory. This means computing

the fusion rules of the augmented theory and work is already underway in this direction [63]. As noted already,

we expect that the results of these fusion computations willinvolve indecomposablêsl(2)-modules on whichL0

acts non-diagonalisably. The investigation of the mathematical structure of these indecomposables is therefore

also of immediate interest and we will also report on this soon. We further remark that fusion computations

such as these should be of significant interest to those who study string theory onSL(2;R) and its universal

coverAdS3.

It is perhaps worthwhile emphasising that a consequence of the work reported here is a new construction

of the triplet algebra. This is a well known example of what are generally referred to asW-algebrasin the

conformal field theory literature — chiral algebras generated by fields with conformal dimension greater than 2.

Such algebras are not universal enveloping algebras of Lie algebras, so we know comparatively little about their

structure and representations, except in a few isolated cases (see [72] for an example). Various W-algebras have

recently been proposed (but without specifying the algebraic structure!) as extended chiral algebras for many

logarithmic conformal field theories [40,47,54]. It is therefore evident that a construction of such algebras from

a much simpler algebra, analogous to obtaining the triplet algebra fromŝl(2), would be extremely desirable.

We hope that the ideas outlined here will be of some use in obtaining such constructions.

Another pressing matter is to lift our conclusions from chiral considerations to the bulk regime. To our

knowledge, this question has not yet been seriously addressed for admissible level theories such asŝl(2)aug.
−1/2.

Even for the original̂sl(2)−1/2-theory of Section 2, the coupling of holomorphic and antiholomorphic sectors

is obscured by the fact that the modular invariant only describes a small quotient of the fusion ring. We expect

that the work of [49, 58] on such couplings for the triplet model will be very useful aids in this regard. Finally,

we mention that it might be very interesting to consider morestringent constraints upon the consistency of a

proposed conformal field theory, such as crossing symmetry (or more general sewing constraints). In particular,

it is important to confirm that the twôsl(2)−1/2-theories discussed here are indeed consistent conformal field

theories (or not, as the case may be!).

Finally, it has recently been brought to our attention that aû(1) coset of thêsl(2)−4/3 theory of [17] has

been studied in the vertex algebra literature [73]. The level −4
3 theory hasc= −6, so the coset theory shares

its central chargec=−7 with another triplet theory, the so-called(1,3) triplet model (the original triplet model

of [20] corresponds to the(1,2) theory in this framework). Nevertheless, it is predicted in[73] that the chiral

algebra of the coset theorŷsl(2)−4/3/û(1) is generated by a single field of conformal dimension 5. The(1,3)

triplet algebra hasthreegenerators of this dimension, so this prediction is at odds with what one might expect

from the results presented here. It would be extremely interesting to understand why thek=−4
3 case is different

from thek=−1
2 theory in this regard.

Whatever the outcomes, it should now be clear that the world ofadmissible, fractional level Wess-Zumino-

Witten-theories is ready to be explored. The technology used here and in [1, 17, 63] will greatly improve our

knowledge of these important models. We therefore envisagetheir further study, emphasising that these models

should provide basic building blocks for quasi-rational and logarithmic conformal field theories, just as the

integer-level Wess-Zumino-Witten-models do for rationalconformal field theories.
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APPENDIXA. A COMBINATORIAL IDENTITY

In this appendix, we prove Equation (3.12) forn> 0. The result forn< 0 then follows from symmetry under

n↔−n. This proof will follow from an identity of Cauchy [74, Thm. 2.1]:

(az)∞
(z)∞

=
∞

∑
j=0

(a) j

(q) j
zj . (A.1)

Here,(a) j denotes the usualq-factorial∏ j−1
i=0

(
1−aqi

)
. Settinga= 0 andz= qk then gives

1
(qk)∞

=
∞

∑
j=0

q jk

(q) j
. (A.2)

As is often the case, it is easier to prove a generalisation ofEquation (3.12). We therefore consider

∞

∑
m=0

qm

(q)m

(a)m+2n

(q)m+2n
=

(a)∞
(q)∞

∞

∑
m=0

qm

(q)m

(
qm+2n+1

)
∞

(aqm+2n)∞

=
(a)∞
(q)∞

∞

∑
m=0

qm

(q)m

∞

∑
j=0

(q/a) j

(q) j
a jq j(m+2n) by (A.1)

=
(a)∞
(q)∞

∞

∑
j=0

(q/a) j

(q) j
a jq2 jn

∞

∑
m=0

qm( j+1)

(q)m

=
(a)∞
(q)∞

∞

∑
j=0

(q/a) j

(q) j (q
j+1)∞

a jq2 jn by (A.2)

=
(a)∞

(q)2
∞

∞

∑
j=0

q2 jn
j

∏
i=1

(
a−qi) . (A.3)

Puttinga= 0 then gives
∞

∑
m=0

qm

(q)m(q)m+2n
=

1

(q)2
∞

∞

∑
j=0

(−1) j q j( j+1)/2+2 jn. (A.4)

Replacingm by m−n on the left hand side andj by m−2n on the right hand side then gives Equation (3.12).

APPENDIXB. NON-HIGHEST WEIGHT sl(2)-MODULES

Let
∣∣vm
〉

be an eigenstate ofh∈ sl(2) with eigenvaluem. If we assume that
∣∣vm
〉

is not highest weight, then

we may write ∣∣vm+2
〉
= e
∣∣vm
〉

and f
∣∣vm
〉
= αm

∣∣vm−2
〉
, (B.1)

for some constantαm. Repeating this for
∣∣vm+2

〉
,
∣∣vm−2

〉
and the states thereby generated, we construct a basis

for the module generated by
∣∣vm
〉
. Note however thate† = f gives
〈
vm
∣∣vm
〉
=
〈
vm−2

∣∣ f
∣∣vm
〉
= αm

〈
vm−2

∣∣vm−2
〉
, (B.2)
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soαm∈ R whenever
〈
vm
∣∣vm
〉

(and
〈
vm−2

∣∣vm−2
〉
) are non-zero. Moreover,

m
∣∣vm
〉
= ( f e−e f)

∣∣vm
〉
= (αm+2−αm)

∣∣vm
〉
, (B.3)

which gives

αm+2 = αm+m. (B.4)

We remark thatm /∈ R would now imply thatαm /∈ R, hence that
〈
vm
∣∣vm
〉
= 0. This reflects the fact that one

cannot define a non-trivial hermitian form on ansl(2)-module with non-real weights.

Recall that the quadratic Casimir is defined (up to normalisation) by inverting the Killing form (2.2):

Q= 1
2h2−e f− f e. (B.5)

Using Equation (B.4), we calculate its eigenvalue on
∣∣vm
〉

to be

Qm = 1
2m2−αm−αm+2 =

1
2m2−m−2αm, (B.6)

and it is easily checked (using Equation (B.4) again) thatQm is periodic inm with period 2. This eigenvalue is

therefore constant on thesl(2)-module generated by
∣∣vm
〉
, as it must be.
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arXiv:hep-th/0311039.

[23] S Guruswamy and A Ludwig. Relatingc < 0 and c > 0 Conformal Field Theories.Nucl. Phys., B519:661–681, 1998.

arXiv:hep-th/9612172.

[24] P Mathieu and D Ridout. The Extended Algebra of theSU(2) Wess-Zumino-Witten Models.Nucl. Phys., B765:201–239, 2007.

arXiv:hep-th/0609226.

[25] P Mathieu and D Ridout. The Extended Algebra of the Minimal Models. Nucl. Phys., B776:365–404, 2007.

arXiv:hep-th/0701250.

[26] L Rozansky and H Saleur. Quantum Field Theory for the Multivariable Alexander-Conway Polynomial.Nucl. Phys., B376:461–509,

1992.

[27] V Gurarie. Logarithmic Operators in Conformal Field Theory. Nucl. Phys., B410:535–549, 1993.arXiv:hep-th/9303160.

[28] J Cardy. Logarithmic Correlations in Quenched Random Magnets and Polymers.arXiv:cond-mat/9911024.

[29] V Gurarie and A Ludwig. Conformal Algebras of 2-D Disordered Systems. J. Phys., A35:L377–L384, 2002.

arXiv:cond-mat/9911392.

[30] N Read and H Saleur. Exact Spectra of Conformal Supersymmetric Nonlinear Sigma Models in Two Dimensions.Nucl. Phys.,

B613:409–444, 2001.arXiv:hep-th/0106124.

[31] V Gurarie and A Ludwig. Conformal Field Theory at CentralChargec = 0 and Two-Dimensional Critical Systems with Quenched

Disorder. In M Shifman, editor,From Fields to Strings: Circumnavigating Theoretical Physics. Ian Kogan Memorial Collection,

volume 2, pages 1384–1440. World Scientific, Singapore, 2005. arXiv:hep-th/0409105.

[32] G Piroux and P Ruelle. Pre-Logarithmic and Logarithmic Fields in a Sandpile Model.J. Stat. Mech., 0410:P005, 2004.

arXiv:hep-th/0407143.

[33] P Pearce, J Rasmussen, and J-B Zuber. Logarithmic Minimal Models.J. Stat. Mech., 0611:017, 2006.arXiv:hep-th/0607232.

[34] M Jeng, G Piroux, and P Ruelle. Height Variables in the Abelian Sandpile Model: Scaling Fields and Correlations.J. Stat. Mech.,

0610:P015, 2006.arXiv:cond-mat/0609284.

[35] P Pearce and J Rasmussen. Solvable Critical Dense Polymers.J. Stat. Mech., 0702:P015, 2007.arXiv:hep-th/0610273.

[36] N Read and H Saleur. Associative-Algebraic Approach toLogarithmic Conformal Field Theories.Nucl. Phys., B777:316–351, 2007.

arXiv:hep-th/0701117.

[37] J Simmons, P Kleban, and R Ziff. Percolation Crossing Formulas and Conformal Field Theory.J. Phys., A40:F771–784, 2007.

arXiv:0705.1933 [cond-mat.stat-mech].

[38] J Rasmussen and P Pearce. Fusion Algebra of Critical Percolation.J. Stat. Mech., 0709:002, 2007.arXiv:0706.2716 [hep-th].

[39] P Mathieu and D Ridout. From Percolation to Logarithmic Conformal Field Theory.Phys. Lett., B657:120–129, 2007.

arXiv:0708.0802 [hep-th].

[40] J Rasmussen and P Pearce. W-Extended Fusion Algebra of Critical Percolation.J. Phys., A41:295208, 2008.arXiv:0804.4335

[hep-th].

[41] D Ridout. On the Percolation BCFT and the Crossing Probability of Watts. Nucl. Phys., B810:503–526, 2009.arXiv:0808.3530

[hep-th].

[42] P Pearce, J Rasmussen, and S Villani. Solvable Critical Dense Polymers on the Cylinder.arXiv:0910.4444 [hep-th].

[43] J Dubail, J Jacobsen, and H Saleur. Conformal Field Theory at Central Chargec = 0: A Measure of the Indecomposability (b)

Parameters.arXiv:1001.1151 [math-ph].

[44] J Fjelstad, J Fuchs, S Hwang, A Semikhatov, and I Yu Tipunin. Logarithmic Conformal Field Theories via Logarithmic Deformations.

Nucl. Phys., B633:379–413, 2002.arXiv:hep-th/0201091.

[45] B Feigin, A Gainutdinov, A Semikhatov, and I Yu Tipunin. Modular Group Representations and Fusion in Logarithmic Conformal

Field Theories and in the Quantum Group Center.Comm. Math. Phys., 065:47–93, 2006.arXiv:hep-th/0504093.

[46] H Eberle and M Flohr. Virasoro Representations and Fusion for General Augmented Minimal Models.J. Phys., A39:15245–15286,

2006.arXiv:hep-th/0604097.
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