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Professional Appointments

2000 - 2002
1996 — 2000
1996 — 2004
1994 — 1996
1992 — 1996
1992

Chief Statistician, Education Statistics Services Institute,
American Institutes for Research, Washington DC

(on leave from Newcastle)

Director, Statistical Consultancy Service, University of Newcastle
Professor, Department of Statistics, University of Newcastle UK
Adjunct Professor, Department of Mathematics,

University of Western Australia

ARC Senior Research Fellow, Department of Mathematics,
University of Western Australia

ARC Senior Research Fellow, Centre for Mathematics and its Applications,
Australian National University



1989 — 1991
1988 — 1995
1979 — 1987
1976 — 1979
1969 — 1976
1967 — 1968
1961 — 1964

Director, Statistical Laboratory,

Department of Statistics and Operations Research,

School of Mathematical Sciences, Tel Aviv University

Professor, Department of Statistics and Operations Research,
School of Mathematical Sciences, Tel Aviv University

(on leave 1992-5)

Professor of Applied Statistics and Director,

Centre for Applied Statistics, University of Lancaster

SSRC Professorial Fellow in Statistics Applied to the Social Sciences,
Department of Mathematics, University of Lancaster

Senior Lecturer, School of Behavioural Sciences/School of
Economic and Financial Studies, Macquarie University

Lecturer, Department of Statistics, University of New South Wales
Teaching Fellow, Department of Mathematical Statistics,

Sydney University

Membership in Professional Societies

e International Statistical Institute (elected 1982)

American Statistical Association (Fellow 1984)

Statistical Society of Australia (President, WA Branch 1995)
International Biometric Society

Royal Statistical Society

Statistical Society of Australia and New Zealand

Editorial Responsibilities

e Honorary member of Editorial Advisory Board, Statistical Modelling:
An International Journal

e Former Consulting Editor of Multivariate Behavioral Research

e Former Associate Editor of:

— Journal of the Royal Statistical Society Series B

— Psychometrika

— British Journal of Mathematical and Statistical Psychology

— Journal of Educational Statistics

— Biometrics



Visiting Appointments

4/2008 —

10/2004 — 3/2008
7/1991 — 12/1991
6,/1990 — 8/1990
7/1989 — 8/1989

8/1987 — 7/1988

8/1986 — 7/1987
7/1971 — 6/1972
1/1966 — 6/1967

7/1964 — 12/1965

Honorary Professorial Associate, School of Mathematics and Statistics,
University of Melbourne

Honorary Professorial Fellow, Department of Psychology,

University of Melbourne

Visiting Professor, Department of Statistics,

Australian National University

Visiting Professor, Department of Applied Mathematics and Statistics,
State University of New York at Stony Brook

Visiting Professor, Department of Biostatistics,

School of Public Health, Johns Hopkins University

Visiting Scholar,

Division of Statistical and Psychometric Research and Services,
Educational Testing Service, Princeton

Visiting Professor, Department of Statistics,

School of Mathematical Sciences, Tel Aviv University

Visiting Research Fellow (Fulbright Senior Fellow),

Psychometric Research Group, Educational Testing Service, Princeton
Visiting Assistant Professor, Psychometric Laboratory,

University of North Carolina at Chapel Hill

Visiting Assistant Professor, Department of Statistics

Virginia Polytechnic Institute

Computational Responsibilities

e Chairman, Users’ Committee, UK Computer Board 1979-80.

e Chairman, GLIM Working Party of the Royal Statistical Society 1985-

86.

Honours and Distinctions

1971-2 Fulbright Senior Fellow, Educational Testing Service, Princeton

1976-9 UK Social Science Research Council Professorial Fellow, Uni-

versity of Lancaster

1982 Elected member, International Statistical Institute

1984 Fellow, American Statistical Association



1992-6 Australian Research Council Senior Research Fellow, Australian
National University and University of Western Australia

President, Western Australia Branch, Statistical Society of Australia
1995

Doctor of Science, Sydney University 1997
FEmeritus Professor, University of Newcastle-upon-Tyne 2004

Statistical Modelling and Inference Conference to celebrate Murray
Aitkin’s 70th birthday, Queensland University of Technology, 2-4 Febru-
ary 2010

Simon Visiting Professor, University of Manchester, September 2016

Honorary Member, Statistical Modelling Society, July 2019

Invited conference presentations 1999 —

10th Anniversary conference, University Centre for Statistics, Univer-
sity of Leuven 29-30 April, 1999.

Measurement Error and Missing Data conference, Department of Statis-
tics, University of Munich 12-14 July, 2000.

Euroworkshop on Statistical Modelling, Munich 2-5 November, 2000.
Mixtures conference, Edinburgh 28-30 March, 2001.
Mixtures conference, Hamburg 24-28 July, 2001.

International Workshop on Mixtures, Case Western Reserve Univer-
sity, Cleveland 2-4 June, 2002.

Mixtures workshop, Department of Probability and Applied Statistics,
University La Sapienza, Rome 10-13 September, 2002.

Modern Bayesian Methods (session organiser), International Statisti-
cal Institute, Sydney 5-12 April, 2005.

Bayesian Days in the Tropics, Stradbroke Island, Queensland 28-30
September, 2005.

Modelling the Upper Level in Multi-Level Models (session organiser),
Compstat, Rome 28 August-1 September, 2006.



Special session on Official Statistics, OBayes6, University La Sapienza,
Rome 8-12 June, 2007.

Keynote speaker, ASEARC (Applied Statistics Education and Re-
search Collaboration) conference, University of Western Sydney 10-11
December, 2007.

Short course, New Bayesian methods for Model Comparison, Interna-
tional Workshop on Statistical Modelling, Cornell University 19 July,
20009.

Short course, New Bayesian methods for Model Comparison, Queens-
land University of Technology 1 February, 2010.

Statistical Modelling and Inference Conference to celebrate Murray
Aitkin’s 70th birthday, Queensland University of Technology, 2-4 Febru-
ary 2010.

Mixtures conference, Edinburgh 3-5 March, 2010.

Short course, New Bayesian methods for Model Comparison, DAG
meeting (combined German statistical societies) Dortmund 22 March,
2010.

Short course, New Bayesian methods for Model Comparison, Univer-
sity of Lancaster 29 March, 2010.

Royal Statistical Society meeting, London 15 April, 2010.

Keynote speaker, 25th International Workshop in Statistical Mod-
elling, Glasgow 5-9 July, 2010.

Conference on Applied Statistics in Ireland, Galway 18-20 May, 2011.
Italian Biometric Society annual meeting, Gargnano 27-29 June, 2011.
Colloquium, Penn State University, State College PA 13 March, 2012.

International Society for Bayesian Analysis meeting, Varanasi India
6-10 January, 2013.

Symposium on Bayes for Official Statistics, ABS House Canberra 16
October, 2013.

European Courses in Advanced Statistics Workshop on Social Network
Analysis, Munich Germany September 28-October 2 2015.



Research Grants

UK Economic and Social Research Council

1979-1980 £5K. Project grant (joint with Neville Bennett) for reanal-
ysis of the Teaching Styles data.

1979-1985 £136K. Programme grant for the statistical analysis of com-
plex social data.

1983-1985 £18K. Project grant (joint with John Hinde) for computing
of statistical models in geography.

1984-1986 £36K. Project grant (joint with Universite Paul Sabatier,
Toulouse IIT) for comparative analyses of social data using British and
French approaches.

1985-1987 £150K. Project grant (joint with Department of Sociology)
for user-friendly software for event history analysis, and for advice on
survey design and data analysis in the Social Change and Economic

Life Initiative (SCELI).

Statistical Office of the European Economic Community

1981-1984 £83K Contract for the statistical modelling of very large
scale survey data.

UK Computer Board

1985 £120K. Equipment grant (joint with Mathematics Department)
for workstations for teaching statistical computing.

Israel Foundation (the Ford Foundation in Israel)

1990-1991 US$43K. Grant (joint with Ruth Zuzovsky) from the Israel
Foundation ($20K) and the Israel Ministry of Education ($23K) for
an indicator system for monitoring science education in elementary
schools.

Australian Research Council

1992-1996 A$400K. Senior Research Fellowship for the development of
a general likelihood theory of statistical inference.



e 2005-2008 A$247K. Discovery grant for Theory and applications of
Bayesian and likelihood analyses for finite mixture, random effect and
multinomial models.

e 2012-2015 A$280K. Discovery grant for latent class models in social
networks and criminal careers (with Pip Pattison, Department of Psy-
chology and Brian Francis, University of Lancaster).

US Office of Education

e 2002-2003 US$113K. Research sub-contract (with main contractor Amer-
ican Institutes for Research) for the investigation of methods for stan-
dard errors in regression models with incomplete data, and for the
development of full-information methods for complex models.

e 2003-2009 (annual contracts with Irit Aitkin) US$1.5M Research sub-
contracts (with main contractor American Institutes for Research) for
the investigation of efficient model-based computing methods for the
National Assessment of Educational Progress (NAEP).

e 2011-13 US $400K Research grant (with Irit Aitkin, from Institute of
Education Sciences) for Bayesian methods for model comparison and
full information from incomplete covariates in multilevel models for

NAEP data.

Current research
My current work in statistical theory is in two areas:

e the continued development and extension of nonparametric Bayesian
methods through the universal multinomial model and noninformative
Dirichlet prior. The Bayesian bootstrap of Rubin is the basis of this
development, generalised to stratification and clustering in my 2008
paper in the Journal of Official Statistics.

e the extension of the value of large-scale Gaussian or GLM maximum
likelihood analyses to fully Bayesian versions by direct use of the MLEs
and SEs, without the need for MCMC and burn-in.

Both of these areas are developed at length in the 2023 CRC/Chapman
and Hall Introductory book. This integrates the frequentist maximum likeli-
hood and Bayesian approaches in a single first course. The book is designed
as a first course for both Data Science and Statistics students.



I am now working with colleage Ross Darnell on a review of model-
based analyses alternative to some machine learning procedures, including
boostrapping and bagging.

Publications — Books

1.

Aitkin, M. and Bennett, S.N. (1980) A Theoretical and Practical In-
vestigation into the Analysis of Change in Classroom Based Research.
UK Social Science Research Council, London.

Aitkin, M., Anderson, D.A., Francis, B.J. and Hinde, J.P. (1989) Sta-
tistical Modelling in GLIM. Clarendon Press, Oxford.

Aitkin, M., Francis, B.J. and Hinde, J.P. (2005) Statistical Modelling
in GLIM)J. Clarendon Press, Oxford.

Aitkin, M., Francis, B. Hinde, J. and Darnell, R. (2009) Statistical
Modelling in R. Clarendon Press, Oxford.

Aitkin, M. (2010) Statistical Inference: an Integrated Bayesian/Likelihood
Approach. Chapman and Hall/CRC, Boca Raton.

Aitkin, M. and Aitkin I. (2011) Statistical Modeling of the National
Assessment of Educational Progress. Springer, New York.

Aitkin, M. (2023) Introduction to Statistical Modelling and Inference.
Chapman and Hall/CRC, Boca Raton.

Publications — book chapters

1.

Aitkin, M. (1971) Statistical theory (behavioral science application).
Annual Review of Psychology 22, 225-250.

Aitkin, M. (1972) The ranking of candidates at an examination. in
Mathematics in the Social Sciences in Australia, Australian Govern-
ment Publishing Service, Canberra, 541-547.

Aitkin, M. (1976) The teaching of statistics for the social sciences. in
Mathematics Needed for Particular Social Sciences, ed. J. P. Sutcliffe.
Academy of the Social Sciences in Australia, Canberra, 20pp.

Aitkin, M. and Healey, A.R. (1987) Statistical modelling of the EEC
Labour Force survey: a project history. in The Statistical Consul-
tant in Action, eds. Hand, D.J. and Everitt, B.S. University Press,
Cambridge, 171-179.



5. Aitkin, M. (1989) Profile predictive likelihood for random effects in the
balanced one-way classification. in Multilevel Analysis of Educational
Data, ed. Bock, R.D. Academic Press, San Diego, 283-296.

6. Aitkin, M. and Stasinopoulos, M. (1989) Likelihood analysis of a bino-
mial sample size problem. in Contributions to Probability and Statis-
tics: Essays in Honor of Ingram Olkin, eds. Gleser, L.J., Perlman,
M.D., Press, S.J. and Sampson, A.R. Springer-Verlag, New York, 399-
411.

7. Zuzovsky, R. and Aitkin, M. (1991) Curricular change and science
achievement in Israeli elementary schools. in Pupils, Classrooms and
Schools: International Studies of Schooling from a Multilevel Perspec-
tive, eds. Willms, D. and Raudenbush, S. Academic Press, San Diego,
25-36.

8. Aitkin, M. (1998) Profile likelihood. in Encyclopedia of Biostatistics.
John Wiley, New York, pp. 3534-3536.

9. Aitkin, M. and Aitkin, I. (2005) Bayesian inference for factor scores.
in Contemporary Psychometrics. A Festschrift to Roderick P. McDon-
ald, eds. Maydeu-Olivares, A. and McArdle, J.J. Lawrence Erlbaum
Associates, Mahwah, NJ, pp. 207-222.

10. Aitkin, M. (2011) How many components in a finite mixture? in Miz-
ture Estimation and Applications, eds. Mengersen, K.L., Robert, C.P.
and Titterington, D.M. New York, Wiley, pp. 277-292.

11. Aitkin, M. (2016) Expectation Maximization algorithm and exten-
sions. In Handbook of Item Response Theory, Volume 2 ed. van der
Linden, W. Boca Raton, CRC Press, pp. 217-236.

Publications — Papers

1. Aitkin, M. (1964) Correlation in a singly truncated bivariate normal
distribution. Psychometrika 29, 263-270.

2. Aitkin, M. and Hume, M.W. (1965) Correlation in a singly truncated
bivariate normal distribution II. Rank correlation. Biometrika 52,
639-643.

3. Aitkin, M. and Hume, M.W. (1966) Correlation in a singly truncated
bivariate normal distribution III. Correlation between ranks and vari-
ate values. Biometrika 53, 278-281.



10.

11.

12.

13.

14.

15.

16.

. Aitkin, M. (1966) The correlation between variate-values and ranks in

a doubly truncated normal distribution. Biometrika 53, 281-282.

Aitkin, M., Nelson W.C. and Reinfurt, K.H. (1968) Tests for correla-
tion matrices. Biometrika 55, 327-334.

Aitkin, M. and Hume, M.W. (1968) Correlation in a singly truncated
bivariate normal distribution IV. Empirical variances of rank correla-
tion coefficients. Biometrika 55, 437-438.

Aitkin, M. (1969) Some tests for correlation matrices. Biometrika 56,
443-446. (1971) Correction. Biometrika 58, 245.

Aitkin, M. (1969) Multiple comparisons in psychological experiments.
British Journal of Mathematical and Statistical Psychology 22, 193-
198.

Aitkin, M. (1973) Fixed-width confidence intervals in linear regression
with applications to the Johnson-Neyman technique. British Journal
of Mathematical and Statistical Psychology 26, 261-269.

Aitkin, M. (1974) Simultaneous inference and the choice of variable
subsets in multiple regression. Technometrics 16, 221-227.

Viney, L., Aitkin, M. and Floyd. J. (1974) Self-regard and size of
human figure drawings: an interactional analysis. Journal of Clinical
Psychology 30, 581-586 (1974).

Singh, S., Westwood, N.H. and Aitkin, M., (1977) Structural analysis
of the ridge count data of Australian Europeans using multivariate

analysis. Acta Geneticae Medicae et Gemellologiae (Roma) 26, 167-
171.

Aitkin, M. (1978) The analysis of unbalanced cross-classifications (with
Discussion). Journal of the Royal Statistical Society A 141, 195-223.

Whittaker, J.C. and Aitkin, M. (1978) A flexible strategy for fitting
complex log-linear models. Biometrics 34, 487-495.

Aitkin, M. (1979) A simultaneous test procedure for contingency table
models. Applied Statistics 28, 233-242.

Aitkin, M. (1980) A note on the selection of log-linear models. Bio-
metrics 36, 173-178.

10



17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

Aitkin, M. and Clayton, D. (1980) The fitting of exponential, Weibull
and extreme value distributions to complex censored survival data
using GLIM. Applied Statistics 29, 156-163.

Aitkin, M. and Tunnicliffe Wilson, G. (1980) Mixture models, outliers
and the E-M algorithm. Technometrics 22, 325-331.

Aitkin, M. (1981) A note on the regression analysis of censored data.
Technometrics 23, 161-163.

Aitkin, M., Bennett, N. and Hesketh, J. (1981) Teaching styles and
pupil progress: a reanalysis. British Journal of Educational Psychology
51, 170-186.

Aitkin, M., Anderson, D.A. and Hinde, J.P. (1981) Statistical mod-
elling of data on teaching styles (with Discussion). Journal of the
Royal Statistical Society A 144, 419-461.

Bock, R.D. and Aitkin, M. (1981) Marginal maximum likelihood esti-
mation of item parameters: an application of an EM algorithm. Psy-
chometrika 46, 443-459.

Aitkin, M. (1981) Regression models for repeated measurements. Bio-
metrics 37, 831-832.

Aitkin, M. and Francis, B.J. (1982) Interactive regression modelling.
Biometrics 38, 511-513.

Aitkin, M. and Flowerdew, R. (1982) A method of fitting the gravity
model based on the Poisson distribution. Journal of Regional Science
22, 191-202.

Aitkin, M., Laird, N.M. and Francis, B.J. (1983) A reanalysis of the
Stanford Heart Transplant data (with discussion). Journal of the
American Statistical Association 77, 264-292.

Aitkin, M. (1983) Comment on S.J. Prais. [Formal and informal teach-
ing: a further re-consideration of Professor Bennett’s statistics.] Jour-
nal of the Royal Statistical Society A 146, 170-171.

Aitkin, M. and Healey, A.R. (1984) Mathematical modelling of the
EEC Labour Force Survey. in Recent Developments in the Analysis of
Large-Scale Data Sets. Office for Official Publications of the European
Communities, Luxembourg, 23-50.

11



29.

30.

31.

32.

33.

34.

35.

36.

37.

38.

39.

Aitkin, M. (1985) Comment on D. J. Bartholomew. [Foundations
of factor analysis: some practical implications.] British Journal of
Mathematical and Statistical Psychology 38, 127-128.

Aitkin, M. and Healey, A.R. (1985) Statistical modelling of unemploy-
ment rates from the EEC Labour Force Survey. Journal of the Royal
Statistical Society A 148, 45-56.

Aitkin, M. and Rubin, D.B. (1985) Estimation and hypothesis testing
in finite mixture models. Journal of the Royal Statistical Society B
47, 67-75.

Anderson, D.A. and Aitkin, M. (1985) Variance component models
with binary response: interviewer variability. Journal of the Royal
Statistical Society B 47, 203-210.

Aitkin, M. and Longford, N. (1985) Measuring effectiveness: a view
by statisticians. Link 6 (2), 7-8. University of Lancaster Centre for
Educational Research and Development (CERD).

Aitkin, M. and Longford, N.T. (1986) Statistical modelling issues in
school effectiveness studies (with Discussion). Journal of the Royal
Statistical Society A 149, 1-43.

Aitkin, M. (1986) Statistical modelling: the likelihood approach. The
Statistician 35, 103-113.

Hinde, J.P. and Aitkin, M. (1986) Canonical likelihoods: a new likeli-
hood treatment of nuisance parameters. Biometrika 74, 45-58.

Aitkin, M. (1987) Modelling variance heterogeneity in normal regres-
sion using GLIM. Applied Statistics 36, 332-339.

Aitkin, M., Francis, B. and Raynal N. (1987) Une étude comparative
d’analyses des correspondances ou de classifications et des modeles de

variables latentes ou de classes latentes. Revue de Statistique Appliquée
35, 53-82.

Zuzovsky, R. and Aitkin, M. (1990) Using a multi-level model and
an indicator system in science education to assess the effect of school
treatment on student achievement. School Effectiveness and School
Improvement 1, 121-138.

12



40.

41.

42.

43.

44.

45.

46.

47.

48.

49.

50.

51.

Aitkin, M. (1991) Posterior Bayes factors (with Discussion). Journal
of the Royal Statistical Society B 53, 111-142.

Aitkin, M. (1992) Model choice in contingency table analysis using the
posterior Bayes factor. Computational Statistics and Data Analysis
13, 245-251.

Aitkin, M. and Francis, B. (1992) Fitting the multinomial logit model
with continuous covariates in GLIM. Computational Statistics and
Data Analysis 14, 89-97.

Aitkin, M. (1992) Evidence and the posterior Bayes factor. The Math-
ematical Scientist 17, 15-25.

Aitkin, M. (1993) Posterior Bayes factor analysis for an exponential
regression model. Statistics and Computing 3, 17-22.

Aitkin, M. and Fuchs, C. (1993) An analysis of models for the dilution
and adulteration of fruit juice. Statistics and Computing 3, 89-99.

Aitkin, M. and Zuzovsky, R. (1994) Multilevel interaction models and
their use in the analysis of large-scale school effectiveness studies.
School Effectiveness and School Improvement 5, 45-73.

Zuzovsky, R. and Aitkin, M. (1994) A coupled process of conceptualiz-
ing a model of school effectiveness and developing an indicator system
for monitoring effectiveness. Tijdschrift voor Onderwijs Research 19,
65-81.

Aitkin, M. and Zuzovsky, R. (1994) A response to Raudenbush’s com-
ments. School Effectiveness and School Improvement 5, 199-201.

Aitkin, M. and Aitkin, I. (1994) Review of SuperANOVA. Applied
Statistics 43, 422-427.

Aitkin, M. (1995) Comment on J.A. Nelder. [The statistics of linear
models: back to basics.] Statistics and Computing 5, 85-86.

Aitkin, M. (1995) Probability model choice in single samples from
exponential families using Poisson log-linear modelling, and model
comparison using Bayes and posterior Bayes factors. Statistics and
Computing 5, 113-120.

13



52.

53.

54.

55.

56.

o7.

58.

59.

60.

61.

62.

63.

Aitkin, M. and Francis, B. (1995) Fitting overdispersed generalized
linear models by nonparametric maximum likelihood. The GLIM
Newsletter 25, 37-45.

Aitkin, M., Finch, S., Mendell, N. and Thode, H. (1996) A new test for
the presence of a normal mixture distribution based on the posterior
Bayes factor. Statistics and Computing 6, 121-125.

Aitkin, M. and Aitkin, I. (1996) A hybrid EM/Gauss-Newton algo-
rithm for maximum likelihood in mixture distributions. Statistics and
Computing 6, 127-130.

Aitkin, M. (1996) A general maximum likelihood analysis of overdis-
persion in generalized linear models. Statistics and Computing 6, 251-
262.

Aitkin, M. (1996) A short history of a Vietnam War attitude survey.
Stats 17, 1-9.

Aitkin, M. (1996) Comment on I.S. Helland. [Simple counterexamples
against the conditionality principle.] The American Statistician 50,
384-385.

Aitkin, M. (1997) The calibration of P-values, posterior Bayes factors
and the AIC from the posterior distribution of the likelihood (with
Discussion). Statistics and Computing 7, 253-272.

Aitkin, M. (1998) Simpson’s paradox and the Bayes factor. Journal
of the Royal Statistical Society B 60, 269-270.

Aitkin, M. and Alfo’, M. (1998) Regression models for binary longitu-
dinal responses. Statistics and Computing 8, 289-307.

Aitkin, M. (1999) A general maximum likelihood analysis of variance
components in generalized linear models. Biometrics 55, 117-128.

O’Sullivan, J.J., Derrick, G., Griggs, P., Foxall, R., Aitkin, M. and
Wren, C. (1999) Ambulatory blood pressure in children. Archives of
Disease in Childhood 80, 529-532.

Aitkin, M. (1999) Meta-analysis by random-effect modelling in gener-
alized linear models. Statistics in Medicine 18, 2343-2351.

14



64.

65.

66.

67.

68.

69.

70.

71.

72.

73.

Parker, L., Pearce, M.S., Dickinson, H.O., Aitkin, M. and Craft, A.W.
(1999) Stillbirths among the offspring of male radiation workers at the
Sellafield nuclear reprocessing plant. The Lancet 354, 1407-1414.

Welfare, M.R., Aitkin, M., Bassendine, M.F. and Daly, A.K. (1999)
Detailed modelling of caffeine metabolism and examination of the
CYP1A2 gene: lack of a polymorphism in CYP1A2 in Caucasians.
Pharmacogenetics 9, 367-375.

Charlton M.E., Brunsdon C., Aitkin M. and Fotheringham A.S. (1999)

A comparison of random coefficient modelling and geographically weighted
regression for spatially non-stationary regression problems. Geograph-
ical and Environmental Modelling 3 47-62.

Zuzovsky, R. and Aitkin, M. (2000) Multilevel longitudinal analysis
of IEA studies on science achievement using SISS and TIMSS data.

International Journal of Educational Policy, Research and Practice 1,
243-259.

Alfo’, M. and Aitkin, M. (2000) Random coefficient models for binary
longitudinal responses with attrition. Statistics and Computing 10,
275-283.

Aitkin, M. (2001) Likelihood and Bayesian analysis of mixtures. Sta-
tistical Modelling 1, 287-304.

Aitkin, M. and Rocci, R. (2002) A general maximum likelihood anal-
ysis of measurement error in generalized linear models. Statistics and
Computing 12, 163-174.

Pearce, M.S., Dickinson, H.O., Aitkin, M. and Parker, L. (2002) Still-
births among the offspring of male radiation workers at the Sellafield
nuclear reprocessing plant: detailed results and statistical aspects.
Journal of the Royal Statistical Society A 165, 523-548.

Shaw, I., Newton, D.P., Aitkin, M. and Darnell, R. (2003) Do OF-
STED inspections of secondary schools make a difference to GCSE
results? British Educational Research Journal 29, 63-75.

Aitkin, M. and Foxall, R. (2003) Statistical modelling of artificial neu-
ral networks using the multi-layer perceptron. Statistics and Comput-
ing 13, 227-239.
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74.

75.

76.

77.

78.

79.

80.

81.

82.

83.

84.

85.

Aitkin, M. and Alfo’, M. (2003) Longitudinal analysis of repeated bi-
nary data using autoregressive and random effect modelling. Statistical
Modelling 3, 291-303.

Aitkin, M., Boys, R.J. and Chadwick, T. (2005) Bayesian point null
hypothesis testing via the posterior likelihood ratio. Statistics and
Computing, 15, 217-230.

Alfo’, M. and Aitkin, M. (2006) Variance component models for longi-
tudinal count data with baseline information: epilepsy data revisited.
Statistics and Computing 16, 231-238.

Aitkin, M. (2008) Bayesian bootstrap analysis of regression in finite
population survey data with stratification and clustering. Journal of
Official Statistics 24, 21-51.

Liu, C.C. and Aitkin, M. (2008) Bayes factors: prior sensitivity and
model generalizability. Journal of Mathematical Psychology 52, 362-
375.

Aitkin, M., Liu, C.C. and Chadwick, T. (2009) Bayesian model com-
parison and model averaging for small-area estimation. Annals of Ap-
plied Statistics 3, 199-221.

Aitkin, M. (2013) Comments on the review of Statistical Inference.
Statistics and Risk Modeling 30, 121-132.

Aitkin, M., Vu, D. and Francis, B. (2014) Statistical modelling of the
group structure of social networks. Social Networks 38, 74-87.

Aitkin, M., Vu, D. and Francis, B. (2015) A new Bayesian approach
for determining the number of components in a finite mixture. Metron
73, 155-176.

Vu, D. and Aitkin, M. (2015) Variational algorithms for biclustering
models. Computational Statistics and Data Analysis 89, 12-24.

Aitkin, M., Vu, D. and Francis, B. (2017) Statistical modelling of a
terrorist network. J. Roy. Statist. Soc. A 180, 751-768.

Aitkin, M. (2018) A history of the GLIM statistical package. Interna-
tional Statistical Review 86, 275-299.
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86. Aitkin, M. and Liu, C.C. (2018) Confidence, credibility and prediction
(with discussion by Little and Welsh and response). Metron 76, 251-
268.

87. Aitkin, M. (2018). Likelihood, credible and confidence intervals for
parameters in complex models. Metron 76, 305-320.

Teaching

Undergraduate — statistics major courses

Introduction to probability and statistics, statistical theory, linear mod-
els, generalized linear models, generalized linear mixed models, multivariate
analysis, foundations of inference, linear programming.

Undergraduate — service courses

Statistics in the modern world, introduction to statistics for sociologists,
introduction to probability and statistics for scientists and social scientists,
psychological test theory.

Graduate courses

Stochastic processes, psychological test theory, generalized linear mixed
models, variance component models, missing data, advanced inference.

Extra-mural short courses

Linear models, generalized linear models, survival analysis, variance com-
ponent models, statistical computing in GLIM, modern Bayesian analysis,
Bayesian model comparisons.

Dissertation and thesis supervision
e Merril Wayne Hume, PhD Virginia Polytechnic Institute 1964-67
e William Coyt Nelson PhD Virginia Polytechnic Institute 1964-67
e Karen Hillix Reinfurt MA University of North Carolina 1966-67

e Nancy Stooksberry Cole PhD University of North Carolina (part-
supervision) 1966-67

e Ronald James McKay PhD University of New South Wales 1967-70
e Nathalie Raynal PhD University of Toulouse (part-supervision) 1983-5
e Andrew James Scott PhD University of Lancaster 1985-7

e Israel Parmet MSc Tel Aviv University 1989-91
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e Tzippora Shochet MSc Tel Aviv University 1989-1991

e Yael Vila PhD Tel Aviv University 1992-1998

e Therese Shaw MSc University of Western Australia 1993-5

e Marco Alfo’ PhD University of Chieta (part-supervision) 1997-9

¢ Robert John Foxall PhD University of Newcastle 1997-2001

e lain Shaw DEd University of Newcastle (part-supervision) 1998-2000
e Thomas Chadwick PhD University of Newcastle 1998-2002

e Ross Darnell PhD University of Newcastle 1998-2003

e Magreth Njau MPhil University of Newcastle 2002-2004

¢ Dona Nayomi Sandarekha Attanayake PhD University of Melbourne;
Chair of Advisory committee

Postdoctoral supervision

e Dr Roberto Rocci, 1998 — measurement error in generalized linear
models

e Dr Tom Chadwick 2002/3 — standard errors with missing data

e Dr Charles Liu 2007/8 — Bayesian methods for model comparison

Conference Papers (pre-2000)

(1980) Mixture applications of the EM algorithm in GLIM. in COMPSTAT
1980, 537-541.

(1982) Logit models for the analysis of a very large survey of unemployment
in France. in COMPSTAT 1982, 9-10.

(1982) Direct likelihood inference. in GLIMS82 : Proceedings of the Inter-
national Conference on Generalised Linear Models, 76-86. Springer-
Verlag, New York.

(1985) GLIMA4 - Directions for development. in Generalized Linear Models:
Proceedings of the GLIM85 Conference, 6-14. Springer-Verlag, Berlin.

(1987) with Stasinopoulos, M. Approximating the likelihood function by
multiplicative functions. in GLIMS&7, Perugia.
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(1991) Multilevel models for the educational system. in Workshop on De-
sign of Longitudinal Studies and Analysis of Repeated Measures Data
(1991: Canberra A.C.T, ed. S.R. Wilson, 51-62. Centre for Mathe-
matics and its Applications, Australian National University.

(1994) An EM algorithm for overdispersion in generalized linear models.
9th International Workshop on Statistical Modelling, Exeter UK July
1994.

(1994) Efficient computation of maximum likelihood estimates in mixture
distributions, with reference to overdispersion and variance compo-
nents (with I. Aitkin). in Proceedings X VIIth International Biometric
Conference, Hamilton Ontario. Alexandria, Virginia: Biometric Soci-
ety, 123-138.

(1995) NPML estimation of the mixing distribution in general statistical
models with unobserved random effects. in Statistical Modelling: Pro-
ceedings of the 10th International Workshop on Statistical Modelling
1995, 1-9. Springer-Verlag, New York.

(1996) Empirical Bayes shrinkage using posterior random effect means from
nonparametric maximum likelihood estimation in general random ef-
fect models. in Statistical Modelling: Proceedings of the 11th Interna-
tional Workshop on Statistical Modelling 1996, 87-94.

(1996) Application of non-parametric maximum likelihood estimation in
two-level variance component models for teacher effectiveness. Sym-
posium on the Expansion Method, Odense University October 1996.

(1997) Random effect extensions of generalized linear models. IASC con-
ference on Computational Statistics and Data Analysis... on the eve
of the 21st Century, Pasadena February 1997.

(1997) Meta-analysis by random-effect modelling. Burning Issues in Med-
ical Statistics conference, Leicester July 1997.

(1999) Nonparametric maximum likelihood for randomly missing data in
regression. in Statistical Modelling: Proceedings of the 14th Interna-
tional Workshop on Statistical Modelling 1999, 97-101.
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General articles

Algebra and Statistics. Amstat News October 2013, Issue #436, 24-5.

Revision of Introductory Statistics Courses Could Close Divisions. Amstat
News March 2014, Issue #441, 28.

The Assessment of Teachers: Notes from a Conference. (with Harvey Gold-
stein). Amstat News May 2014, Issue #443, 34.

Comment on ’Statistics as a Science, not an Art: The Way to Survive in
Data Science’ by Mark van der Laan. Amstat News July 2015.

Book Reviews

(1967) Elementary Statistical Theory for Behaviour Scientists, J.W. Cot-
ton. Austral. J. Statist. 9, 85-86.

(1967) Models, Methods and Analytical Procedures in Education Research,
J.E. Hill and A. Kerber. Austral. J. Statist. 9, 86-87.

(1969) Tables of the Incomplete Beta-Function, K. Pearson (Ed.). Austral.
J. Statist. 11, 101.

(1970) Statistical Methods in the Social Sciences, D.D. Bugg, M.A. Hen-
derson, K. Holden and P.J. Lund. Austral. J. Statist. 12, 70.

(1971) Elements of Continuous Multivariate Analysis, A.P. Dempster. Aus-
tral. J. Statist. 13, 47-49.

(1971) Statistics: the Essentials for Research, H.E. Klugh. Austral. J.
Statist. 13, 54-55.

(1971) Selected Quantitative Techniques and Attitude Measurement, F.
Mosteller, R.R. Bush and B.F. Green. Austral. J. Statist. 13, 55.

(1976) Applied Multiple Regression/Correlation Analysis for the Behav-
ioral Sciences, P. Cohen and J. Cohen. Austral. J. Statist. 18, 94-97.

(1979) Dealing with survey data. A critical review of The Analysis of
Survey Data, eds C. O’Muircheartaigh and C. Payne. Brit. J. Educ.
Psych. 49, 198-205.

(1980) Analyzing Qualitative/Categorical Data: Log-Linear Models and
Latent Structure Analysis, L.A. Goodman. Appl. Statist. 29, 101-
102.
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(1981) The Design and Analysis of Longitudinal Studies: Their Role in the
Measurement of Change, H. Goldstein. Brit. J. Math. and Statist.
Psych. 134, 129.

(1981) The Statistical Analysis of Failure Time Data, J.D. Kalbfleisch and
R.L. Prentice. Biometrics 37, 622-624.

(1982) Analysis of Categorical Data: Dual Scaling and its Applications, S.
Nishisato. J. Roy. Statist. Soc. A 145, 513-516.

(1984) Linear Statistical Analysis of Discrete Data, M. Aickin. Biometrics
40, 1210-1211.

(1987) The Analysis of Cross-Classified Data Having Ordered Categories,
L.A. Goodman. Psychometrika 52, 302-303.

(2000) Computer-Assisted Analysis of Mixtures and Applications: Meta-
Analysis, Disease Mapping and Others, D. Bohning. Biometrics 56,
651-652.

(2000) Statistics and Neural Networks: Advances at the Interface, eds.
J.W. Kay and D.M. Titterington. The Statistician 49, 627-628.

(2009) Linear and Generalized Linear Mixed Models and Their Applica-
tions, J. Jiang. J. Amer. Statist. Assoc. 104, 1719.

Discussion contributions

Royal Statistical Society
Nelder, J.A. (1977) A reformulation of linear models. A, 66-67.

Goldstein, H. (1979) Some models for analysing longitudinal data on edu-
cational attainment. A, 432-433.

McCullagh, P. (1980) Regression models for ordinal data. B, 131.
Bartholomew, D. (1980) Factor analysis for categorical data. B, 312-314.

Titterington, D.M. et al (1981) Comparison of discrimination techniques
applied to a complex data set of head injured patients. A, 167.

Atkinson, A.C. (1982) Regression diagnostics, transformations and con-
structed variables. B, 26.

21



Pocock, S.J., Cook, D.G. and Shaper, A.G. (1982) Analysing geographic
variation in cardiovascular mortality: methods and results. A, 337-
338.

Derbyshire, M.E. (1983) The application of statistical methods in personal
social services: a review. A, 140.

Deville, J.-C. and Malinvaud, E. (1983) Data analysis in official socio-
economic statistics. A, 356-357.

Copas, J.B. (1983) Regression, prediction and shrinkage. B, 342-343.

Green, P.J. (1984) Iteratively reweighted least squares for maximum likeli-
hood estimation, and some robust and resistant alternatives. B, 173.

Miller, A.J. (1984) Selection of subsets of regression variables. A, 413-414.

(with J. P. Hinde) Yates, F. (1984) Tests of significance for 2 x 2 contin-
gency tables. A, 453-454.

Clayton, D. and Cuzick, J. (1985) Multivariate generalizations of the pro-
portional hazards model. A, 110-111.

Chatfield, C. (1985) The initial examination of data. A, 237-238.

Butler, R.W. (1986) Predictive likelihood inference with applications. B,
23-24.

van der Heijden, P.G.M., de Falguerolles, A. and de Leeuw, J. (1989) A
combined approach to contingency table anaysis using correspondence
analysis and log-linear analysis. C, 280-281.

Draper, D. (1995) Assessment of model uncertainty. B, 79-80.
O’Hagan, A. (1995) Fractional Bayes factors. B, 128-130.

Walley, P. (1996) Inferences from multinomial data: learning about a bag
of marbles. B, 41-42.

Chesher, A. (1997) Diet revealed?: semiparametric estimation of nutrient
intake-age relationships. A, 424.

Meng, X.-L. and Van Dyk, D. (1997) The EM algorithm — an old folk-song
sung to a fast new tune. B, 546-548.
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Richardson, S. and Green. P.J. (1997) On Bayesian analysis of mixtures
with an unknown number of components. B, 764-768.

Diggle, P.J., Tawn, J.A. and Moyeed, R.A. (1998) Model-based geostatis-
tics. C, 333.

Lindsey, J.K. (1999) Some statistical heresies. D, 29-30.

Durbin, J. and Koopman, S.J. (2000) Time series analysis of non-Gaussian
observations based on state space models from both classical and
Bayesian perspectives. B, 39.

Ridall, P.G., Pettitt, A.N., Friel, N., McCombe, P.A. and Henderson, R.D.
(2007) Motor unit number estimation using reversible jump Markov
chain Monte Carlo. C, 271.

Wild, C.J., M. Pfannkuch, M., Regan, M. and Horton, N.J. (2010) Towards
more accessible conceptions of statistical inference. A, 276-277.

Bayesian Analysis

(with Julia Polak) Miiller, P. and Mitra, R. (2013) Bayesian nonparametric
inference — why and how. 323-325.
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Most influential publications
Books 2,3,4 — Statistical Modelling in GLIM/GLIM4/R

The first edition was favourably reviewed in many journals and was widely
used as a text and reference book for courses in statistical modelling, gener-
alized linear models and GLIM. The expanded second edition using GLIM4
appeared March 2005. A transcription to the R package appeared in 2009.
5. The 2010 book is a full exposition of the new approach to Bayesian model
comparisons using posterior likelihoods.

6. The 2011 book with Irit Aitkin is an exposition of the integrated mul-
tilevel psychometric and statistical model approach to the analysis of the
large-scale US educational surveys from NAEP — the National Assessment
of Educational Progress.

Papers

17. This paper gave the Poisson representation for the kernel of the likeli-
hood in samples from the Weibull and extreme value distributions; we also
gave a unified computational method for fitting these distributions in GLIM.
This approach to these models is now part of the standard theory of gen-
eralized linear models (see eg McCullagh and Nelder Generalized Linear
Models, Chapter 9).

21. This paper broke new ground in educational statistics by advocating
both variance component and latent class models for large-scale clustered
educational research designs, and gave practical EM algorithms for fitting
them.

22. This paper gave the first computationally feasible (EM) algorithm for
fitting the binary logistic factor model to large scale psychometric test item
data. It is widely quoted in the psychometric literature and has led to a
number of extensions to more complex models.

41. This paper presented a new, though unsuccessful, alternative to Bayes
factors for comparing statistical models. Papers 42, 44, 45, 46, 52 and 54
are applications of the approach to difficult modelling problems. Paper 60
refuted a counter example to the approach.

62. This paper gave a computationally straightforward method for non-
parametric maximum likelihood estimation in generalized linear models with
random effects, implemented in GLIM4 macros. It allowed the routine maxi-
mum likelihood analysis of two-level generalized linear mixed models without
random effect distributional assumptions. Papers 64, 67, 69, 71, 75 and 78
are applications or extensions of this method.
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74. This paper gave a reformulation of the feed-forward neural network (the
multi-layer perceptron) as an explicit latent variable model, and gave EM
and Fisher scoring algorithms for its maximum likelihood estimation with-
out needing regularisation. This resolved the difficulties of back-propagation
due to the mis-formulation of the objective function.

77. This paper extended to general model comparisons problems a fully
Bayesian approach by Dempster to simple model comparisons.

80 gave extensions to non-nested model comparisons, with an example from
psychology of a five-model comparison for memory retention, which refuted
the preference ordering of these models through Bayes factors.

81 applied this approach to small-area estimation with a choice of upper-
level models.

84 showed that the method worked well in detecting mixture structure.

83 extended the exponential random graph model, widely used in social
network analysis, to latent class mixtures of these models, and showed that
this approach recovered the sociological assessment of social groups in the
Nachez women’s group, a famous network data set.

86 applied this approach to a terrorist network.

85 extended the latent class model to clustering on both dimensions of a
two-way array, and examined variational methods for large arrays.
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