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Abstract. The Bershadsky–Polyakov algebras are the original examples of nonregular W-algebras, obtained from the affine
vertex operator algebras associated with 𝔰𝔩3 by quantum hamiltonian reduction. In [1], we explored the representation theories of
the simple quotients of these algebras when the level k is nondegenerate-admissible. Here, we combine these explorations with
Adamović’s inverse quantum hamiltonian reduction functors to study the modular properties of Bershadsky–Polyakov characters
and deduce the associated Grothendieck fusion rules. The results are not dissimilar to those already known for the affine vertex
operator algebras associated with 𝔰𝔩2, except that the role of the Virasoro minimal models in the latter is here played by the minimal
models of Zamolodchikov’s W3 algebras.
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1. Introduction

1.1. Background. The Bershadsky–Polyakov algebras BPk, k ∈ ℂ, are among the simplest and best known nonregular
W-algebras [2, 3]. They may be characterised [4] as the subregular (or minimal) quantum hamiltonian reductions of the
level-k universal affine vertex algebras Vk (𝔰𝔩3). This paper is a sequel to [1] in which the representation theory of BPk and
its simple quotient BPk was investigated. Here, we are interested in the characters, modular transformations and fusion
rules of the simple quotient BPk when k is a nondegenerate admissible level.

When k + 3
2 ∈ ℤ⩾0, BPk is known to be rational and 𝐶2-cofinite [5, 6]. For these levels, which are admissible, modular

transformations of characters and fusion rules are in principle known [7]. For admissible levels with v > 2, these being
the nondegenerate admissible levels, BPk is nonrational in the category of weight modules. This was shown [1] by
combining the untwisted and twisted Zhu algebras of BPk with Arakawa’s results [8] on minimal quantum hamiltonian
reductions. A classification of simple weight BPk-modules, with finite-dimensional weight spaces, was obtained along
with a construction of certain nonsemisimple weight BPk-modules.

Nonrationality is a significant obstacle to computing modular transformations and fusion rules, which is essential data
for constructing logarithmic conformal field theories. A general framework for computing this data for many classes of
nonrational vertex operator algebras was proposed in [9, 10] and is usually referred to as the standard module formalism.

This formalism has been shown to reproduce the (Grothendieck) fusion rules in many examples [11–16] that can be
independently verified [17–27]. Otherwise, applications of the standard module formalism consistently pass the usual
consistency tests, for example that the Grothendieck fusion coefficients are nonnegative integers [28–31].

At nondegenerate admissible levels, the representation theory of BPk shares many features with that of the simple
affine vertex operator algebra Lk (𝔰𝔩2). In particular, a key result in the standard module analysis for Lk (𝔰𝔩2) is the fact
that Virasoro minimal model characters appear as factors of the standard characters [13, 32]. Consequently, the modular
S-transforms and Grothendieck fusion rules of Lk (𝔰𝔩2) are also naturally expressed in terms of their Virasoro minimal
model analogues. This was subsequently explained by Adamović [33] using a construction of the standard modules from
simple Virasoro modules. Such a construction amounts to a functorial version of the old inverse quantum hamiltonian
reduction introduced by Semikhatov [34] and is believed to generalise widely.

In [35], inverse quantum hamiltonian reduction was generalised to the Bershadsky–Polyakov algebras, with the role of
the Virasoro minimal models being played by Zamolodchikov’s W3 minimal models [36]. This generalisation leads to the
expectation that Bershadsky–Polyakov characters, modularity and fusion can be understood in terms of W3 minimal model
data, using the standard module formalism. In this paper, we confirm this expectation and thereby provide further evidence
for the claim that Adamović’s inverse quantum hamiltonian reduction functors are a fundamental tool for analysing the
representation theory of general W-algebras. Further evidence will be presented in a forthcoming article [37] that will
study inverse quantum hamiltonian reduction for the subregular W-algebras associated with 𝔰𝔩𝑛 , Lk (𝔰𝔩2) and BPk being
the subregular algebras for 𝑛 = 2 and 3, respectively.

1.2. Results. Assume that k ∈ ℂ is nondegenerate-admissible, meaning that it defines parameters u, v ∈ ℤ⩾3 by (2.1). As
shown in [1], the weight BPk-modules then include simple highest-weight modules H𝜆 , 𝜆 ∈ Σu,v, and generically simple
twisted relaxed highest-weight modules Rtw

[ 𝑗 ],[𝜆] , [ 𝑗] ∈ ℂ/ℤ and [𝜆] ∈ Γu,v/ℤ3, along with their images under the spectral
flow functors 𝜎ℓ , ℓ ∈ 1

2ℤ. Here, Σu,v and Γu,v are certain finite sets of 𝔰𝔩3-weights defined in Section 2.2, as is the ℤ3-action
on Γu,v. The standard modules are the R̃ℓ

[ 𝑗 ],[𝜆] = 𝜎 ℓ+1/2 (Rtw
[ 𝑗−𝜅 ],[𝜆]

)
, where 𝜅 = 1

6 (2k +3) and [ 𝑗] is restricted to lie in ℝ/ℤ.

Main Theorem 1 (Proposition 4.5). Let k be nondegenerate-admissible. Then, the characters of the standard modules
are usually linearly dependent and one has to instead consider one-point functions. These have the form

(1.1) c̃h
[
R̃ℓ
[ 𝑗 ],[𝜆]

]
(𝜃𝜁 𝜏 ; 𝑢) = e2𝜋 i𝜅

(
𝜃−ℓ (ℓ+1)𝜏

) ch
[
W[𝜆]

]
(𝜏 ; 𝑢)

𝜂 (𝜏)2
∑︁
𝑚∈ℤ

e2𝜋 i𝑚 ( 𝑗+2𝜅ℓ )𝛿 (𝜁 + ℓ𝜏 −𝑚),

where W[𝜆] is a simple module for the level-k W3 minimal model. Moreover, there exist choices for 𝑢 such that these
standard one-point functions are linearly independent.
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As the standard modules are parametrised by a continuous label [ 𝑗] ∈ ℝ/ℤ (as well as discrete labels ℓ and [𝜆]), the
S-transform of a given standard one-point function will not be a weighted sum of one-point functions, but rather a weighted
integral. Again, the W3 minimal model S-matrix makes a conspicuous appearance.

Main Theorem 2 (Theorem 4.6). Let k be nondegenerate-admissible. Then, the S-transform of the one-point function of
R̃ℓ
[ 𝑗 ],[𝜆] is given by

c̃h
[
R̃ℓ
[ 𝑗 ],[𝜆]

] (
𝜃 − 𝜁 2

𝜏
− 𝜁

𝜏
+ 𝜁

 𝜁𝜏 −1
𝜏

;
𝑢

𝜏Δ𝑢

)
(1.2)

=
|𝜏 |
−i𝜏

∑︁
ℓ ′∈ℤ

∫
ℝ/ℤ

∑︁
[𝜆′ ]∈Γu,v/ℤ3

Sℓ ′,[ 𝑗 ′ ],[𝜆′ ]
ℓ,[ 𝑗 ],[𝜆] c̃h

[
R̃ℓ ′

[ 𝑗 ′ ],[𝜆′ ]
]
(𝜃𝜁 𝜏 ; 𝑢) d[ 𝑗 ′],

where Δ𝑢 is the conformal weight of 𝑢 and the entries of the “S-matrix” (integral kernel) are

(1.3) Sℓ ′,[ 𝑗 ′ ],[𝜆′ ]
ℓ,[ 𝑗 ],[𝜆] = SW3

[𝜆],[𝜆′ ]e
−2𝜋 i

(
2𝜅ℓℓ ′+ℓ ( 𝑗 ′−𝜅 )+( 𝑗−𝜅 )ℓ ′

)
.

The vacuum module Hk𝜔0 is not a standard module, but like all simple weight BPk-modules it admits an infinite
(one-sided convergent) resolution by standard modules (Proposition 6.1). The Euler–Poincaré principle then allows us to
calculate its modular S-transform.

Main Theorem 3 (Corollary 6.6). Let k be nondegenerate-admissible. Then, the S-transform of the one-point function of
the vacuum module is given by

c̃h
[
Hk𝜔0

] (
𝜃 − 𝜁 2

𝜏
− 𝜁

𝜏
+ 𝜁

 𝜁𝜏 −1
𝜏

;
𝑢

𝜏Δ𝑢

)
(1.4)

=
|𝜏 |
−i𝜏

∑︁
ℓ ′∈ℤ

∫
ℝ/ℤ

∑︁
[𝜆′ ]∈Γu,v/ℤ3

Sℓ ′,[ 𝑗 ′ ],[𝜆′ ]
vac. c̃h

[
R̃ℓ ′

[ 𝑗 ′ ],[𝜆′ ]
]
(𝜃𝜁 𝜏 ; 𝑢) d[ 𝑗 ′],

where the entries of the “vacuum S-matrix” are given by

(1.5) Sℓ ′,[ 𝑗 ′ ],[𝜆′ ]
vac. = SW3

vac.,[𝜆′ ]
e2𝜋 i𝜅ℓ ′e𝜋 i( 𝑗 ′−𝜅 )

2 cos
(
3𝜋 ( 𝑗 ′ − 𝜅)

)
−∑

𝑖∈ℤ3 2 cos
(
𝜋𝑎𝑖 ( 𝑗 ′, 𝜆′)

) .
Here, 𝑎𝑖 ( 𝑗, 𝜆) = ( 𝑗 − 𝜅) + 2 𝑗 tw

(
∇𝑖 (𝜆)

)
and 𝑗 tw is defined in (2.13).

Having established the modular S-transforms of the standard modules and the vacuum module, one can now apply the
(conjectural) standard Verlinde formula (5.14) to compute predicted Grothendieck fusion rules for the standard modules.
This is quite a nontrivial calculation, requiring several obscure identities involving W3 minimal model fusion coefficients,
but the result is as follows.

Main Theorem 4 (Theorem 6.7). Let k be nondegenerate-admissible. Then, the Grothendieck fusion rules of the standard
modules are

(1.6)
[
R̃ℓ
[ 𝑗 ],[𝜆]

]
⊠

[
R̃ℓ ′

[ 𝑗 ′ ],[𝜆′ ]
]
=

∑︁
[𝜆′′ ]∈Γu,v/ℤ3

N
W3 [𝜆′′ ]
[𝜆],[𝜆′ ]

( [
R̃ℓ+ℓ ′+2
[ 𝑗+𝑗 ′−4𝜅 ],[𝜆′′ ]

]
+

[
R̃ℓ+ℓ ′−1
[ 𝑗+𝑗 ′+2𝜅 ],[𝜆′′ ]

] )
+

∑︁
[𝜆′′ ]∈Γu,v/ℤ3

∑︁
𝑖∈ℤ3

(
N

W3 [𝜆′′ ]
[𝜆],[Γ (r′,s′−𝜔𝑖+𝜔𝑖+1 ) ]

[
R̃ℓ+ℓ ′+1
[ 𝑗+𝑗 ′−2𝜅 ],[𝜆′′ ]

]
+NW3 [𝜆′′ ]

[𝜆],[Γ (r′,s′+𝜔𝑖−𝜔𝑖+1 ) ]
[
R̃ℓ+ℓ ′
[ 𝑗+𝑗 ′ ],[𝜆′′ ]

] )
,

where we parametrise 𝜆′ as Γ(r′, s′) as in (2.11).

As every simple weight BPk-module may be resolved in terms of standard modules, this result implies the Grothendieck
fusion rules for arbitrary simple weight modules. These general results are doubtlessly unpleasant and we do not attempt
to derive them in full generality. Instead, we note an interesting generalisation of an observation of [13] for Lk (𝔰𝔩2).

Main Theorem 5 (Proposition 6.11). If k is nondegenerate-admissible, then the simple highest-weight modules H𝜆 , with
𝜆 = Γ(r, s) and s = [v − 2,−1, 0], span a subring of the fusion ring of BPk that is isomorphic to the fusion ring of the
rational affine vertex operator algebra Lu−3 (𝔰𝔩3).
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1.3. Outline. We start by describing various properties of the three families of vertex operator algebras that are involved
in the inverse quantum hamiltonian reduction exploited in this paper. The first is of course the simple Bershadsky–
Polyakov algebras BPk, reviewed in Section 2. Of particular importance throughout is BPk when k is a nondegenerate
admissible level, denoted by BP(u, v). After introducing spectral flow automorphisms and appropriate categories of
BP(u, v)-modules, we recall the classification results of [1] and detail the structure of the spectral flow orbits of the
highest-weight BP(u, v)-modules.

Section 3 is devoted to the other two vertex operator algebra families. We begin, in Section 3.1, with an account of
the representation theory of the W3 minimal model vertex operator algebra W3 (u, v). As W3 (u, v) is rational [38], it has
finitely many simple modules and all are highest-weight. The final vertex operator algebra needed is the half-lattice vertex
algebra Π described in Section 3.2. There, we quickly review the construction of this vertex algebra, before choosing
a conformal structure and defining certain “relaxed” Π-modules that will prove crucial for inverse quantum hamiltonian
reduction.

This section concludes by summarising the relationships between BP(u, v), W3 (u, v) and Π, as well as their modules.
In particular, for any nondegenerate admissible level, there exists an embedding BP(u, v) ↩→ W3 (u, v) ⊗ Π (Theorem 3.4).
Moreover, Proposition 3.6 explains how to construct every simple relaxed BP(u, v)-module, as classified in [1], as tensor
products of W3 (u, v)- and relaxed Π-modules. These results are due to [35].

With this representation-theoretic review in hand, we commence our modularity study in Section 4. The results fit
perfectly within the framework of the standard module formalism of [9,10] with spectral flows of relaxed BP(u, v)-modules
playing the role of the standard modules. A convenient technical step taken here is to modify the conformal structure of
BP(u, v) so that one can avoid having to compute with twisted modules. With this done, Section 4.1 describes how to
compute the characters of standard BP(u, v)-modules. These are upgraded to linearly independent one-point functions in
Section 4.2. The modular S-matrix for the standard one-point functions is finally computed in Section 4.3.

The standard module formalism also details how to extend this modularity to the simple highest-weight BP(u, v)-
modules. However, the details turn out to be quite involved. To minimise these complications, we temporarily restrict
to minimal models with v = 3 in Section 5. These models nevertheless exemplify the general structure and, subject to
Conjecture 1 (the standard Verlinde formula for nonrational vertex operator algebras), the Grothendieck fusion rules of
all simple weight modules are computed (Theorem 5.5). We conclude by identifying the simple currents of BP(u, 3).
Section 5.3 illustrates the general results for BP(4, 3) and BP(5, 3).

Finally, Section 6 is devoted to attacking the general BP(u, v) minimal models. Section 6.1 sets up the resolutions and
character formulae for all highest-weight BP(u, v)-modules and the modular S-matrix for the simplest class of these is
obtained in Theorem 6.5. The standard Grothendieck fusion rules are then computed in Section 6.2 and simple currents
are identified. All these calculations are quite involved and several necessary facts about W3 (u, v) S-matrices and fusion
coefficients are recalled (and derived) in Appendix A. Finally, these general results are illustrated with the example BP(3, 4)
in Section 6.3.

Acknowledgements. ZF’s research is supported by an Australian Government Research Training Program (RTP) Scholar-
ship. DR’s research is supported by the Australian Research Council Discovery Projects DP160101520 and DP210101502,
as well as an Australian Research Council Future Fellowship FT200100431.

2. Bershadsky–Polyakov minimal models

The level-k universal Bershadsky–Polyakov algebra BPk, k ≠ −3, is the subregular (and minimal) W-algebra obtained
from the universal level-k affine vertex operator algebra Vk (𝔰𝔩3) by quantum hamiltonian reduction [2, 3]. It is not simple
if and only if k ∈ ℂ satisfies [39]

(2.1) k + 3 =
u
v
, for some u ∈ ℤ⩾2, v ∈ ℤ⩾1 and gcd{u, v} = 1.

For such k, we shall denote the simple quotient of BPk by BP(u, v) and will refer to it as a Bershadsky–Polyakov minimal
model vertex operator algebra. If u ⩾ 3 in (2.1), then k is said to be admissible. If, in addition, v ⩾ 3, then k is
nondegenerate-admissible. In this section, we recall the representation theory of the nondegenerate-admissible-level
minimal models BP(u, v), following [1].
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2.1. Bershadsky–Polyakov vertex operator algebras. We begin with the well known presentation of the universal
Bershadsky–Polyakov algebra BPk [2, 3].

Definition 2.1. For each level k ≠ −3, the universal Bershadsky-Polyakov vertex operator algebra BPk is the vertex
algebra strongly and freely generated by fields 𝐽 (𝑧), 𝐺± (𝑧) and 𝐿(𝑧) with identity field 𝟙 and the following operator
product expansions:

(2.2)

𝐿(𝑧)𝐿(𝑤) ∼ − (2k + 3) (3k + 1)𝟙
2(k + 3) (𝑧 −𝑤)4

+ 2𝐿(𝑤)
(𝑧 −𝑤)2

+ 𝜕𝐿(𝑤)
(𝑧 −𝑤) ,

𝐿(𝑧) 𝐽 (𝑤) ∼ 𝐽 (𝑤)
(𝑧 −𝑤)2

+ 𝜕𝐽 (𝑤)
(𝑧 −𝑤) , 𝐿(𝑧)𝐺± (𝑤) ∼

3
2𝐺
± (𝑤)

(𝑧 −𝑤)2
+ 𝜕𝐺± (𝑤)
(𝑧 −𝑤) ,

𝐽 (𝑧) 𝐽 (𝑤) ∼ (2k + 3) 𝟙
3(𝑧 −𝑤)2

, 𝐽 (𝑧)𝐺± (𝑤) ∼ ±𝐺
± (𝑤)

(𝑧 −𝑤) , 𝐺± (𝑧)𝐺± (𝑤) ∼ 0,

𝐺+ (𝑧)𝐺− (𝑤) ∼ (k + 1) (2k + 3)𝟙
(𝑧 −𝑤)3

+ 3(k + 1) 𝐽 (𝑤)
(𝑧 −𝑤)2

+
3:𝐽 𝐽 :(𝑤) + 3

2 (k + 1)𝜕𝐽 (𝑤) − (k + 3)𝐿(𝑤)
𝑧 −𝑤 .

For later use, it will be convenient to introduce the following reparametrisation of the level:

(2.3) 𝜅 =
2k + 3

6
.

From (2.2), the central charge of the minimal model vertex operator algebra BP(u, v) is given by

(2.4) cBP
u,v = − (2k + 3) (3k + 1)

k + 3
= − (2u − 3v) (3u − 8v)

uv
= 1 − 6(u − 2v)2

uv
.

Arakawa has proven that the minimal models BP(u, 2), with u ⩾ 3, are rational and 𝐶2-cofinite [5, 6].
The energy-momentum tensor 𝐿(𝑧) is expanded into modes in the usual way: 𝐿(𝑧) = ∑

𝑛∈ℤ 𝐿𝑛𝑧
−𝑛−2. In general, we

shall expand the homogeneous fields of BP(u, v) as follows:

(2.5) 𝐴(𝑧) =
∑︁

𝑛∈ℤ−Δ𝐴+𝜀𝐴
𝐴𝑛𝑧

−𝑛−Δ𝐴 .

Here, Δ𝐴 is the conformal weight (𝐿0-eigenvalue) of 𝐴(𝑧) and 𝜀𝐴 = 1
2 , if Δ𝐴 ∈ ℤ + 1

2 and 𝐴(𝑧) is acting on a twisted
BPk-module, and 𝜀𝐴 = 0 otherwise. Note that (2.2) specifies Δ𝐽 = 1 and Δ𝐺+ = Δ𝐺− =

3
2 .

Conjugation is an automorphism of the vertex operator algebra BP(u, v), defined on the modes of the generating fields
𝐽 (𝑧), 𝐿(𝑧) and 𝐺± (𝑧) by

(2.6) 𝛾
(
𝐽𝑛

)
= −𝐽𝑛, 𝛾

(
𝐺+𝑛

)
= 𝐺−𝑛 , 𝛾

(
𝐺−𝑛

)
= −𝐺+𝑛 , 𝛾

(
𝐿𝑛

)
= 𝐿𝑛 .

An even more important family of vertex algebra automorphisms of BP(u, v) is spectral flow 𝜎 ℓ , ℓ ∈ ℤ, which acts on the
generators’ modes as

(2.7) 𝜎 ℓ
(
𝐽𝑛

)
= 𝐽𝑛 − 2ℓ𝜅𝛿𝑛,0𝟙, 𝜎 ℓ

(
𝐺±𝑛

)
= 𝐺±𝑛∓ℓ , 𝜎 ℓ

(
𝐿𝑛

)
= 𝐿𝑛 − ℓ 𝐽𝑛 + ℓ2𝜅𝛿𝑛,0𝟙.

Note that this is not a vertex operator algebra automorphism for all ℓ ≠ 0 as it does not preserve 𝐿(𝑧).
As usual, twisting the BP(u, v)-action on modules by these automorphisms gives autoequivalences, which we shall also

denote by 𝛾 and 𝜎 ℓ , on the category 𝒲u,v of weight BP(u, v)-modules with finite-dimensional weight spaces and its twisted
version 𝒲

tw
u,v . Moreover, we can extend ℓ to ℤ + 1

2 so as to obtain spectral flow equivalences between 𝒲u,v and 𝒲
tw

u,v . For
more details, we refer to [1].

2.2. Bershadsky–Polyakov weight modules. It is useful to distinguish certain classes of BP(u, v)-modules in 𝒲u,v, in
particular the highest-weight and relaxed highest-weight ones. We recall the definitions for completeness.

Definition 2.2.

• A vector 𝑣 in a twisted or untwisted BP(u, v)-module M is a weight vector of weight ( 𝑗,Δ) if it is a simultaneous
eigenvector of 𝐽0 and 𝐿0 with eigenvalues 𝑗 and Δ, respectively. The nonzero simultaneous eigenspaces of 𝐽0 and 𝐿0 are
called the weight spaces of M. If M has a basis of weight vectors and each weight space is finite-dimensional, then M

is a weight module.
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• A vector in an untwisted BP(u, v)-module is a highest-weight vector if it is a simultaneous eigenvector of 𝐽0 and 𝐿0 that
is annihilated by all modes with positive index. An untwisted BP(u, v)-module generated by a single highest-weight
vector is called an untwisted highest-weight module.
• A vector in a twisted BP(u, v)-module is a highest-weight vector if it is a simultaneous eigenvector of 𝐽0 and 𝐿0 that is

annihilated by 𝐺+0 and all modes with positive index. A twisted BP(u, v)-module generated by a single highest-weight
vector is called a twisted highest-weight module.
• A vector in a twisted or untwisted BP(u, v)-module is a relaxed highest-weight vector if it is a simultaneous eigenvector

of 𝐽0 and 𝐿0 that is annihilated by all modes with positive index. A BP(u, v)-module generated by a single relaxed
highest-weight vector is called a relaxed highest-weight module.

Let k be nondegenerate-admissible. Then, we conjecture that the simple objects of the categories 𝒲u,v and 𝒲
tw

u,v are all
spectral flows of simple relaxed highest-weight modules. We also believe that these are the simple objects of the physically
relevant category from which level-k Bershadsky–Polyakov minimal model conformal field theories may be constructed.
For these reasons, we shall restrict attention to relaxed highest-weight BP(u, v)-modules in what follows.

The classification of simple twisted and untwisted relaxed highest-weight BP(u, v)-modules was recently obtained for
nondegenerate admissible levels in [1] (for BP(u, 2), u ⩾ 3, this classification was previously obtained in [5]). Let:

• Σu,v be the set of 𝔰𝔩3-weights 𝜆 = 𝜆𝐼 − u
v𝜆

𝐹 satisfying 𝜆𝐼 ∈ Pu−3
⩾ , 𝜆𝐹 ∈ Pv−1

⩾ and 𝜆𝐹0 ≠ 0.

Here, Pℓ
⩾ denotes the dominant integral weights of 𝔰𝔩3 whose level is ℓ and [𝜇0, 𝜇1, 𝜇2] denotes the Dynkin labels of an

𝔰𝔩3-weight 𝜇. We note that Σu,v is nonempty as k is nondegenerate-admissible. (In fact, it would remain nonempty if we
allowed u ⩾ 3 and v = 2.) Let:

• Γu,v be the subset of 𝜆 ∈ Σu,v consisting of weights satisfying 𝜆𝐹1 ≠ 0.

We note that Γu,v is nonempty because v ⩾ 3 (k is nondegenerate-admissible).
Observe that Γu,v admits a free ℤ3-action ∇ given, at the level of the Dynkin labels of 𝜆, by

(2.8) [𝜆0, 𝜆1, 𝜆2]
∇↦−→ [𝜆2 − u

v , 𝜆0, 𝜆1 + u
v ]

∇↦−→ [𝜆1, 𝜆2 − u
v , 𝜆0 + u

v ]
∇↦−→ [𝜆0, 𝜆1, 𝜆2] .

Given 𝜆 ∈ Γu,v, let the Dynkin labels of 𝜆𝐼 ∈ Pu−3
⩾ be r = [𝑟0, 𝑟1, 𝑟2]. Let 𝜔𝑖 , 𝑖 = 0, 1, 2, denote the fundamental weights of

𝔰𝔩3 and let the Dynkin labels of 𝜆𝐹 = 𝜆𝐹 − 𝜔0 − 𝜔1 ∈ Pv−3
⩾ be s = [𝑠0, 𝑠1, 𝑠2]. In other words, let

(2.9) 𝑟0 = 𝜆𝐼0, 𝑟1 = 𝜆𝐼1, 𝑟2 = 𝜆𝐼2 and 𝑠0 = 𝜆𝐹0 − 1, 𝑠1 = 𝜆𝐹1 − 1, 𝑠2 = 𝜆𝐹2 .

Then, the ℤ3-action (2.8) becomes the cycle

(2.10)
{
𝑟0 𝑟1 𝑟2
𝑠0 𝑠1 𝑠2

} ∇↦−→
{
𝑟2 𝑟0 𝑟1
𝑠2 𝑠0 𝑠1

} ∇↦−→
{
𝑟1 𝑟2 𝑟0
𝑠1 𝑠2 𝑠0

} ∇↦−→
{
𝑟0 𝑟1 𝑟2
𝑠0 𝑠1 𝑠2

}
.

We shall therefore frequently parametrise weights 𝜆 ∈ Γu,v by r and s, or by the labels 𝑟𝑖 and 𝑠𝑖 , 𝑖 = 0, 1, 2:

(2.11) 𝜆 = Γ(r, s) = Γ
{
𝑟0 𝑟1 𝑟2
𝑠0 𝑠1 𝑠2

}
=

2∑︁
𝑖=0

𝑟𝑖𝜔𝑖 − u
v

(
𝜔0 + 𝜔1 +

2∑︁
𝑖=0

𝑠𝑖𝜔𝑖

)
.

Extending this parametrisation to Σu,v means extending the allowed range of 𝑠0, 𝑠1 and 𝑠2 to include v − 2, −1 and v − 2,
respectively (but still subject to 𝑠0 + 𝑠1 + 𝑠2 = v − 3).

The main classification results of [1] are summarised in the following two theorems.

Theorem 2.3 ([1, Thm. 4.9]). For k nondegenerate-admissible, the simple untwisted relaxed highest-weight BP(u, v)-
modules are, up to isomorphism, the highest-weight modules H𝜆 , 𝜆 ∈ Σu,v, whose highest weights ( 𝑗,Δ) are given
by

(2.12) 𝑗 (𝜆) = 𝜆1 − 𝜆2
3

and Δ(𝜆) =
(𝜆1 − 𝜆2)2 − 3(𝜆1 + 𝜆2)

(
2(k + 1) − 𝜆1 − 𝜆2

)
12(k + 3) .

These modules are all pairwise nonisomorphic.

Define the top space of a twisted (untwisted) BP(u, v)-module to be the subspace spanned by the states of minimal
conformal weight. If the set of 𝐽0-eigenvalues of the top space coincides with a single coset of ℂ/ℤ, then we shall refer to
the twisted BP(u, v)-module as being top-dense.
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Theorem 2.4 ([1, Thms. 4.9 and 4.20]). For k nondegenerate-admissible, the simple twisted relaxed highest-weight
BP(u, v)-modules are, up to isomorphism:

• The highest-weight modules Htw
𝜆
≃ 𝜎1/2 (H𝜆

)
, 𝜆 ∈ Σu,v, whose highest weights ( 𝑗 tw,Δtw) are given by

(2.13) 𝑗 tw (𝜆) = 𝑗 (𝜆) + 𝜅 and Δtw (𝜆) = Δ(𝜆) + 𝜆1 − 𝜆2
6
+ 𝜅

4
.

Such a module has an infinite-dimensional top space if and only if 𝜆 ∈ Γu,v.
• The conjugates 𝛾

(
Htw

𝑗,Δ

)
of the highest-weight modules with infinite-dimensional top spaces, hence 𝜆 ∈ Γu,v.

• The top-dense modules Rtw
[ 𝑗 ],[𝜆] , where [𝜆] ∈ Γu,v/ℤ3 and [ 𝑗] ∈ (ℂ/ℤ) \

{
[ 𝑗 tw (∇𝑖 (𝜆))] : 𝑖 ∈ ℤ3

}
. The set of 𝐽0-

eigenvalues of Rtw
[ 𝑗 ],[𝜆] coincides with [ 𝑗] whilst the conformal weight of its top space is Δtw (𝜆).

For u ⩾ 3, the simple twisted and untwisted BP(u, 2)-modules are all highest-weight, consistent with the fact that these
vertex operator algebras are rational [5]. We remark that the conjugate of a twisted highest-weight BP(u, v)-module with
a finite-dimensional top space is again highest-weight.

Each family of simple top-dense relaxed highest-weight BP(u, v)-modules, corresponding to a fixed [𝜆] ∈ Γu,v/ℤ3 and
parametrised by [ 𝑗] ∈ ℂ/ℤ, has three “gaps” corresponding to the [ 𝑗 tw (∇𝑖 (𝜆))], 𝑖 ∈ ℤ3. It was shown in [1, Thm. 4.24]
that these gaps in fact also correspond to top-dense BP(u, v)-modules, albeit nonsimple ones. Each of these “gap modules”
may be taken to be indecomposable, with two possible choices related through contragredient duals. Alternatively, the
choice is unique if one insists on semisimplicity.

As we will be concerned with the modular properties of the characters of these twisted BP(u, v)-modules, it does not
matter which choice we make for the gap modules. For later convenience, we shall choose them to be indecomposable
with a twisted highest-weight submodule; equivalently, so that 𝐺−0 acts injectively on them. They will be denoted using
the same notation Rtw

[ 𝑗 ],[𝜆] as their simple cousins, where [ 𝑗] = [ 𝑗 tw (∇𝑖 (𝜆))], 𝑖 ∈ ℤ3.
To streamline notation here and below, we shall also frequently writeRtw

𝜆
instead ofRtw

[ 𝑗 tw (𝜆) ],[𝜆] for these nonsemisimple
“gap modules”. Note that this notation breaks the ∇-orbit symmetry for the nonsimple top-dense modules: Rtw

𝜆
≃ Rtw

𝜇 if
and only if 𝜆 = 𝜇 in Γu,v. Another convenient alternative notation for what follows is writing

(2.14) H𝜆 = H(r, s) = H
{
𝑟0 𝑟1 𝑟2
𝑠0 𝑠1 𝑠2

}
and Htw

𝜆
= Htw (r, s) = Htw{

𝑟0 𝑟1 𝑟2
𝑠0 𝑠1 𝑠2

}
, when 𝜆 = Γ(r, s) = Γ

{
𝑟0 𝑟1 𝑟2
𝑠0 𝑠1 𝑠2

}
.

We shall likewise write Rtw
[ 𝑗 ],[𝜆] = Rtw

[ 𝑗 ] (r, s) = Rtw
[ 𝑗 ]

{
𝑟0 𝑟1 𝑟2
𝑠0 𝑠1 𝑠2

}
and Rtw

𝜆
= Rtw (r, s) = Rtw{

𝑟0 𝑟1 𝑟2
𝑠0 𝑠1 𝑠2

}
when convenient.

With this notation, the structure of the gap modules may be summarised as follows.

Proposition 2.5 ([1, Thm. 4.24]). Let k be nondegenerate-admissible and let Γ(r, s) ∈ Γu,v (so r ∈ Pu−3
⩾ and s ∈ Pv−3

⩾ ).
Then, the following sequence is exact and nonsplit:

(2.15) 0 −→ Htw{
𝑟0 𝑟1 𝑟2
𝑠0 𝑠1 𝑠2

}
−→ Rtw{

𝑟0 𝑟1 𝑟2
𝑠0 𝑠1 𝑠2

}
−→ 𝛾

(
Htw{

𝑟0 𝑟2 𝑟1
𝑠0 𝑠2 𝑠1

})
−→ 0.

2.3. Spectral flow orbits. Given any BP(u, v)-module M ∈𝒲u,v, its spectral flow 𝜎 ℓ
(
M

)
is another BP(u, v)-module in

either 𝒲u,v or 𝒲tw
u,v , depending on whether ℓ ∈ ℤ or ℤ + 1

2 , respectively. Consider therefore the orbit, under spectral flow,
of a fixed highest-weight BP(u, v)-module H𝜆 . Almost all of the (twisted) modules in this orbit will fail to be positive-
energy, meaning that the conformal weights of their states will be unbounded below. Those that are positive-energy will
be highest-weight or conjugate highest-weight. We will find it useful to distinguish spectral flow orbits according to how
many (twisted) highest-weight modules it contains.

Proposition 2.6 ([1, Thm. 4.15]). Let k be nondegenerate-admissible and take r and s so that Γ(r, s) ∈ Σu,v. Then:

• 𝜎
(
H(r, s)

)
is highest-weight if and only if 𝑠1 = −1, in which case 𝜎

(
H

{ 𝑟0 𝑟1 𝑟2
𝑠0 −1 𝑠2

})
≃ H

{ 𝑟2 𝑟0 𝑟1
𝑠2 𝑠0−1 0

}
.

• 𝜎−1 (H(r, s)) is highest-weight if and only if 𝑠2 = 0, in which case 𝜎−1 (H{ 𝑟0 𝑟1 𝑟2
𝑠0 𝑠1 0

})
≃ H

{ 𝑟1 𝑟2 𝑟0
𝑠1+1 −1 𝑠0

}
.

• 𝜎2 (H(r, s)) is highest-weight if and only if s = [0,−1, v − 2], in which case 𝜎2 (H{
𝑟0 𝑟1 𝑟2
0 −1 v−2

})
≃ H

{
𝑟1 𝑟2 𝑟0
0 v−3 0

}
.

• 𝜎−2 (H(r, s)) is highest-weight if and only if s = [0, v − 3, 0], in which case 𝜎−2 (H{
𝑟0 𝑟1 𝑟2
0 v−3 0

})
≃ H

{
𝑟2 𝑟0 𝑟1
0 −1 v−2

}
.

• For |ℓ | ∈ ℤ⩾3, 𝜎 ℓ
(
H

{
𝑟0 𝑟1 𝑟2
𝑠0 𝑠1 𝑠2

})
is never highest-weight (since v ⩾ 3).

As Htw
𝜆
≃ 𝜎1/2 (H𝜆

)
(Theorem 2.4), the results of Proposition 2.6 remain valid when H is replaced throughout by Htw.
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· · · 𝜎
1/2
↦−→ 𝜎1/2

↦−→ 𝜎1/2
↦−→

𝑠1 ≠ −1, 𝑠2 ≠ 0

𝜎1/2
↦−→ 𝜎1/2

↦−→ 𝜎1/2
↦−→ · · ·

· · · 𝜎
1/2
↦−→ 𝜎1/2

↦−→ 𝜎1/2
↦−→

𝑠1 = −1
𝑠2 ≠ 0, v − 2

𝜎1/2
↦−→ 𝜎1/2

↦−→
𝑠2 = 0

𝑠1 ≠ −1, v − 3

𝜎1/2
↦−→ 𝜎1/2

↦−→ 𝜎1/2
↦−→ · · ·

· · · 𝜎
1/2
↦−→ 𝜎1/2

↦−→ 𝜎1/2
↦−→

s = [0, −1, v − 2]

𝜎1/2
↦−→ 𝜎1/2

↦−→
s = [v − 2, −1, 0]

𝜎1/2
↦−→ 𝜎1/2

↦−→
s = [0, v − 3, 0]

𝜎1/2
↦−→ 𝜎1/2

↦−→ 𝜎1/2
↦−→ · · ·

type-1

type-2

type-3

Figure 1. A picture of the weights of the three types of spectral flow orbits through a simple highest-
weight BP(u, v)-module for k nondegenerate-admissible. The 𝐽0-eigenvalue increases from left to right,
whilst the 𝐿0-eigenvalue increases from top to bottom. The conditions stated for the 𝑠-labels constrain
the highest weight 𝜆 = Γ(r, s) ∈ Σu,v of the corresponding untwisted module.

It follows from Proposition 2.6 that, for k nondegenerate-admissible, the spectral flow orbit of a simple highest-weight
BP(u, v)-module always contains exactly one simple twisted highest-weight module with an infinite-dimensional top space
and exactly one simple twisted conjugate highest-weight module with an infinite-dimensional top space.

Definition 2.7. Let k be nondegenerate-admissible. We say that 𝜆 ∈ Σu,v is type-𝑛 whenever the spectral flow orbit{
𝜎 ℓ

(
H𝜆

)
: ℓ ∈ 1

2ℤ
}

contains precisely 𝑛 highest-weight BP(u, v)-modules. In this case, we shall also refer to the spectral
flow orbit of H𝜆 , as well as any twisted or untwisted module isomorphic to one in the orbit, as being of type-𝑛.

Of course, a type-𝑛 spectral flow orbit also contains 𝑛 twisted highest-weight BP(u, v)-modules, only one of which has an
infinite-dimensional top space.

Corollary 2.8. Let k be nondegenerate-admissible. Then, every type-𝑛 module is isomorphic to a unique BP(u, v)-module
of the form 𝜎 ℓ

(
H(r, s)

)
, for some ℓ ∈ 1

2ℤ, where Γ(r, s) ∈ Σu,v satisfies one of the following conditions:

𝑛 = 1 𝑛 = 2 𝑛 = 3
𝑠1 ≠ −1 and 𝑠2 ≠ 0 𝑠1 = −1 and 𝑠2 ≠ 0, v − 2 𝑠1 = −1 and 𝑠2 = v − 2

.

We visualise the type-𝑛 spectral flow orbits in Figure 1. The representatives chosen in Corollary 2.8 are the leftmost for
each type in this figure.

Note that the vacuum module Hk𝜔0 = H
{ u−3 0 0

v−2 −1 0
}

is always an untwisted type-3 module. In fact, when v = 3, all
the simple twisted and untwisted highest-weight BP(u, v)-modules are type-3. On the other hand, for v > 3, there are
BP(u, v)-modules of every type.

We conclude with a brief study of spectral flows of conjugate highest-weight BP(u, v)-modules, specifically those that
appear in the short exact sequences of Proposition 2.5.

Lemma 2.9 ([1, Prop. 4.13]). Let k be nondegenerate-admissible and choose r and s so that Γ(r, s) ∈ Σu,v. Then,

(2.16) 𝛾
(
H

{
𝑟0 𝑟1 𝑟2
𝑠0 𝑠1 𝑠2

})
≃ H

{ 𝑟0 𝑟2 𝑟1
𝑠0 𝑠2−1 𝑠1+1

}
and 𝛾

(
Htw{ 𝑟0 𝑟1 𝑟2

𝑠0 −1 𝑠2

})
≃ Htw{ 𝑟2 𝑟1 𝑟0

𝑠2 −1 𝑠0

}
.

We remark that if 𝑠1 ≠ −1, so that 𝜆 = Γ
{
𝑟0 𝑟1 𝑟2
𝑠0 𝑠1 𝑠2

}
∈ Γu,v, then Htw

𝜆
has an infinite-dimensional top space. Its conjugate is

therefore not highest-weight.

Proposition 2.10. Let k be nondegenerate-admissible and choose Γ(r, s) ∈ Σu,v leftmost in its orbit, as pictured in Figure 1.
Then, we have the following nonsplit short exact sequence:

(2.17) 0 −→ 𝜎
(
H

{ 𝑟0 𝑟1 𝑟2
𝑠0 𝑠1+1 𝑠2−1

})
−→ 𝜎1/2 (Rtw{ 𝑟0 𝑟1 𝑟2

𝑠0 𝑠1+1 𝑠2−1
})
−→ H

{
𝑟0 𝑟1 𝑟2
𝑠0 𝑠1 𝑠2

}
−→ 0.
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Here, Γ
{ 𝑟0 𝑟1 𝑟2
𝑠0 𝑠1+1 𝑠2−1

}
∈ Γu,v is the rightmost in its orbit. It is type-𝑛 under the following conditions:

𝑛 = 1 𝑛 = 2 𝑛 = 3
𝑠2 ≠ 1 𝑠1 ≠ v − 4 and 𝑠2 = 1 s1 = [0, v − 4, 1]

.

Proof. We apply the exact functor 𝜎1/2 to the nonsplit short exact sequence of Proposition 2.5 and compute that

(2.18) 𝜎1/2𝛾
(
Htw{

𝑟0 𝑟2 𝑟1
𝑠0 𝑠2 𝑠1

})
≃ 𝛾𝜎−1/2 (Htw{

𝑟0 𝑟2 𝑟1
𝑠0 𝑠2 𝑠1

})
≃ 𝛾

(
H

{
𝑟0 𝑟2 𝑟1
𝑠0 𝑠2 𝑠1

})
≃ H

{ 𝑟0 𝑟1 𝑟2
𝑠0 𝑠1−1 𝑠2+1

}
,

using Lemma 2.9. Shifting 𝑠1 → 𝑠1 + 1 and 𝑠2 → 𝑠2 − 1, the proof is completed by noting that Γ
{ 𝑟0 𝑟1 𝑟2
𝑠0 𝑠1+1 𝑠2−1

}
∈ Γu,v, so it

must be rightmost in its orbit (see Figure 1). ■

3. Inverse quantum hamiltonian reduction for Bershadsky–Polyakov algebras

The universal affine vertex operator algebra Vk (𝔰𝔩3) has three nonisomorphic quantum hamiltonian reductions cor-
responding to the three nilpotent orbits of 𝔰𝔩3: Vk (𝔰𝔩3) itself, the Bershadsky–Polyakov algebra BPk and the regular
W-algebra Wk

3, which we shall refer to as the Zamolodchikov algebra. When k is nondegenerate-admissible, Wk
3 is not

simple [40, 41]. In this case, the simple quotient shall be denoted by W3 (u, v).
For these levels, there is a relationship [35] between the minimal models BP(u, v) and W3 (u, v) that will be crucial for our

modularity studies. We consider this relationship to be an instance of a kind of inverse to quantum hamiltonian reduction
[33, 34], though now this refers to inverting an as yet unformulated reduction from BP(u, v) and W3 (u, v), in the spirit
of the “reduction by stages” of [42]. In this section, we review this relationship and some of its representation-theoretic
consequences.

3.1. W3 minimal models. We begin with the Zamolodchikov algebras and their representation theories, when the level k
is nondegenerate-admissible.

Definition 3.1. The universal Zamolodchikov algebra Wk
3 is the vertex algebra strongly and freely generated by fields𝑇 (𝑧)

and𝑊 (𝑧) with the following operator product expansions:

(3.1)
𝑇 (𝑧)𝑇 (𝑤) ∼

cW3
k 𝟙

2(𝑧 −𝑤)4
+ 2𝑇 (𝑤)
(𝑧 −𝑤)2

+ 𝜕𝑇 (𝑤)
(𝑧 −𝑤) , 𝑇 (𝑧)𝑊 (𝑤) ∼ 3𝑊 (𝑤)

(𝑧 −𝑤)2
+ 𝜕𝑊 (𝑤)
(𝑧 −𝑤) ,

𝑊 (𝑧)𝑊 (𝑤) ∼ 2Λ(𝑤)
(𝑧 −𝑤)2

+ 𝜕Λ(𝑤)
(𝑧 −𝑤) +𝐴k

[
cW3

k 𝟙

3(𝑧 −𝑤)6
+ 2𝑇 (𝑤)
(𝑧 −𝑤)4

+ 𝜕𝑇 (𝑤)
(𝑧 −𝑤)3

+
3
10 𝜕

2𝑇 (𝑤)
(𝑧 −𝑤)2

+
1
15 𝜕

3𝑇 (𝑤)
(𝑧 −𝑤)

]
.

Here, we set

(3.2) cW3
k = −2(3k + 5) (4k + 9)

k + 3
, Λ(𝑧) = :𝑇 (𝑧)𝑇 (𝑧): − 3

10
𝜕2𝑇 (𝑧) and 𝐴k = − (3k + 4) (5k + 12)

2(k + 3) =
22 + 5cW3

k
16

.

We shall refer to the W3 (u, v) as the W3 minimal models, assuming that k is nondegenerate-admissible. These models are
all rational and 𝐶2-cofinite [6, 38]. Note that the central charge is invariant under exchanging u and v:

(3.3) cW3
u,v = −2(3u − 4v) (4u − 3v)

uv
= 2 − 24(u − v)2

uv
.

As the defining operator product expansions (3.1) only depend on k through cW3
k , it follows that W3 (u, v) = W3 (v, u).

We remark that we have employed a nonstandard normalisation for𝑊 (𝑧) in Definition 3.1, namely we have multiplied
the standard definition of [36] by

√
𝐴k in order to cancel the poles that arise when cW3

k = − 22
5 , hence (u, v) = (3, 5) or

(5, 3). In fact, 𝑊 and Λ are null at this central charge, hence are zero in W3 (3, 5) = W3 (5, 3). In fact, the W3 minimal
model W3 (3, 5) coincides with the Virasoro minimal model M(2, 5) of the same central charge.

The classification of simple W3 (u, v)-modules was obtained in [43]. These modules are highest-weight with one-
dimensional top spaces. Writing 𝑇 (𝑧) = ∑

𝑛∈ℤ𝑇𝑛𝑧
−𝑛−2 and 𝑊 (𝑧) = ∑

𝑛∈ℤ𝑊𝑛𝑧
−𝑛−3, a highest-weight vector is then a

simultaneous eigenvector of𝑇0 and𝑊0 that is annihilated by the𝑇𝑛 and𝑊𝑛 with 𝑛 > 0. Here, we adapt the parametrisation
of the highest weights given in [44].

Recall from Section 2.2 that each𝜆 = Γ(r, s) ∈ Γu,v is specified by triples r = [𝑟0, 𝑟1, 𝑟2] ∈ Pu−3
⩾ and s = [𝑠0, 𝑠1, 𝑠2] ∈ Pv−3

⩾ .
Such a 𝜆 also specifies a simple highest-weight W3 (u, v)-module and the eigenvalues of 𝑇0 and 𝑊0 on its highest-weight
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vector are given by

Δ𝜆 = Δ(r, s) = Δ
{
𝑟0 𝑟1 𝑟2
𝑠0 𝑠1 𝑠2

}
=

1
3uv

( (
v(𝑟1 + 1) − u(𝑠1 + 1)

) (
v(𝑟2 + 1) − u(𝑠2 + 1)

)
(3.4a)

+
(
v(𝑟1 + 1) − u(𝑠1 + 1)

)2 +
(
v(𝑟2 + 1) − u(𝑠2 + 1)

)2 − 3(u − v)2
)

and 𝑤𝜆 = 𝑤 (r, s) = 𝑤
{
𝑟0 𝑟1 𝑟2
𝑠0 𝑠1 𝑠2

}
=

(
v(𝑟0 − 𝑟1) − u(𝑠0 − 𝑠1)

) (
v(𝑟0 − 𝑟2) − u(𝑠0 − 𝑠2)

) (
v(𝑟1 − 𝑟2) − u(𝑠1 − 𝑠2)

)
3(3uv)3/2

,(3.4b)

respectively. As these eigenvalues are invariant under the free ℤ3-action (2.10) defined by ∇, the simple highest-weight
W3 (u, v)-modules are actually parametrised by Γu,v/ℤ3 and so we shall denote them by W[𝜆] or, if more convenient, by
W(r, s) or W

{
𝑟0 𝑟1 𝑟2
𝑠0 𝑠1 𝑠2

}
.

Similarly, the conformal weight (3.4a) is invariant under the (nonfree) ℤ2-action

(3.5)
{
𝑟0 𝑟1 𝑟2
𝑠0 𝑠1 𝑠2

}
←→

{
𝑟0 𝑟2 𝑟1
𝑠0 𝑠2 𝑠1

}
,

whilst (3.4b) changes sign. This then corresponds to the conjugation automorphism, 𝑇 (𝑧) ↔ 𝑇 (𝑧) and𝑊 (𝑧) ↔ −𝑊 (𝑧),
of W3 (u, v). We therefore get an additional isomorphism corresponding to (3.5) if 𝑤𝜆 = 0 (when W[𝜆] is self-conjugate).
But, (3.4b) shows that this happens if and only if two of the pairs (𝑟0, 𝑠0), (𝑟1, 𝑠1) and (𝑟2, 𝑠2) coincide, in which case the
conjugation isomorphism is already accounted for by one of the isomorphisms corresponding to the ℤ3-action (2.10). We
therefore conclude that the isomorphism classes of the simple W3 (u, v)-modules are classified by Γu,v/ℤ3.

The fact that the simple W3 (u, v)-modules and the families of “top-dense” BP(u, v)-modules are parametrised in the
same fashion suggests that there is a relationship between these modules. The rest of this section is devoted to reviewing
this relationship, following [35].

3.2. The half-lattice vertex algebra. To describe the relationship between BP(u, v) and W3 (u, v), we need to introduce
a “half-lattice” vertex operator algebra [45]. For this, we follow [35, Sec. 3] except that our conventions require a different
conformal structure.

Consider the abelian Lie algebra 𝔥 = spanℂ{𝑐, 𝑑}, equipped with the symmetric bilinear form ⟨· |·⟩ defined by

(3.6) ⟨𝑐 |𝑐⟩ = ⟨𝑑 |𝑑⟩ = 0 and ⟨𝑐 |𝑑⟩ = 2.

The group algebra ℂ[ℤ𝑐] = spanℂ{𝑒𝑛𝑐 | 𝑛 ∈ ℤ} has the structure of an 𝔥-module according to the formula

(3.7) ℎ(𝑒𝑛𝑐 ) = 𝑛⟨ℎ, 𝑐⟩𝑒𝑛𝑐 .

Denote by H the Heisenberg vertex algebra defined by 𝔥 and ⟨· |·⟩.

Definition 3.2. The half lattice vertex algebra Π is the lattice vertex algebra H ⊗ ℂ[ℤ𝑐] where the action of ℎ ∈ 𝔥 on
ℂ[ℤ𝑐] is identified with the action of the zero mode ℎ0 of ℎ(𝑧) ∈ 𝐻 .

A set of (strong) generating fields for Π is then {𝑐 (𝑧), 𝑑 (𝑧), e𝑚𝑐 (𝑧) : 𝑚 ∈ ℤ}. The operator product expansions of these
fields are easily determined:

(3.8)
𝑐 (𝑧)𝑐 (𝑤) ∼ 0, 𝑐 (𝑧)𝑑 (𝑤) ∼ 2 𝟙

(𝑧 −𝑤)2
, 𝑑 (𝑧)𝑑 (𝑤) ∼ 0,

𝑐 (𝑧)e𝑚𝑐 (𝑤) ∼ 0, 𝑑 (𝑧)e𝑚𝑐 (𝑤) ∼ 2𝑚 e𝑚𝑐 (𝑤)
𝑧 −𝑤 , e𝑚𝑐 (𝑧)e𝑛𝑐 (𝑤) ∼ 0.

For what follows, we introduce a convenient orthogonal basis for the Heisenberg fields in Π given by

(3.9) 𝑎(𝑧) = −𝜅𝑐 (𝑧) + 1
2
𝑑 (𝑧) and 𝑏 (𝑧) = 𝜅𝑐 (𝑧) + 1

2
𝑑 (𝑧),

where 𝜅 was defined in (2.3). Note that ⟨𝑎 |𝑎⟩ = −2𝜅 and ⟨𝑏 |𝑏⟩ = 2𝜅.
This half lattice vertex algebra admits a two-parameter family of energy-momentum fields given by

(3.10) 𝑡 (𝑧) = 1
2

:𝑐 (𝑧)𝑑 (𝑧): + 𝛼𝜕𝑐 (𝑧) + 𝛽𝜕𝑑 (𝑧), 𝛼, 𝛽 ∈ ℂ;
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the corresponding central charge is 2 − 48𝛼𝛽. We equip Π with the conformal structure given by 𝛼 = − 3
2𝜅 and 𝛽 = 3

4 , so
that 𝑡 (𝑧) = 1

2 :𝑐 (𝑧)𝑑 (𝑧): + 3
2 𝜕𝑎(𝑧). At the nondegenerate admissible levels we are interested in, the central charge of Π now

simplifies to

(3.11) cΠu,v = 2 + 54𝜅 = −1 + 6(3u − 4v)
v

⇒ cBP
u,v = cΠu,v + cW3

u,v .

The latter identity is in fact the reason for choosing 𝑡 (𝑧) as we did. With respect to 𝑡 (𝑧), both 𝑎(𝑧) and 𝑏 (𝑧) have conformal
weight 1 (though 𝑎 is not quasiprimary) whilst that of e𝑚𝑐 (𝑧) is − 3𝑚

2 .
We are interested in the positive-energy (indecomposable) weight modules of Π, meaning those on which the ℎ0, with

ℎ ∈ 𝔥, act semisimply and 𝑡0 has eigenvalues that are bounded below. (Here, we write 𝑡 (𝑧) = ∑
𝑛∈ℤ 𝑡𝑛𝑧

−𝑛−2 as usual.)
These may be induced [45] from the ℤ𝑐-modules generated by (certain) elements eℎ ∈ ℂ[𝔥] on which ℎ′ ∈ 𝔥 acts as
ℎ′ · eℎ = ⟨ℎ′ |ℎ⟩ eℎ . The following is adapted from [35] to accommodate our choice of conformal structure.

Proposition 3.3 ([35, Prop. 3.4]). The (twisted) weight Π-module generated from e𝑟𝑏+𝑗𝑐 is positive-energy if and only if
𝑟 = 3

2 . In this case, the twisted Π-module is simple and the minimal 𝑡0-eigenvalue is 9
4𝜅.

The eigenvalue of 𝑏0 on e3𝑏/2+𝑗𝑐 is 𝑗 + 3𝜅. We therefore define Π [ 𝑗 ] , [ 𝑗] ∈ ℂ/ℤ, to be the simple positive-energy weight
Π-module generated by e3𝑏/2+( 𝑗−3𝜅 )𝑐 so that the 𝑏0-eigenvalues of Π [ 𝑗 ] coincide with [ 𝑗]. The notation reflects the fact
that the isomorphism class of this module only depends on [ 𝑗] rather than 𝑗 itself. We remark that e±𝑐0 acts injectively on
every Π [ 𝑗 ] .

3.3. Inverse quantum hamiltonian reduction. The inverse quantum hamiltonian reduction relevant to the present work
amounts to embedding the Bershadsky–Polyakov minimal model vertex operator algebra BP(u, v) in the tensor product ofΠ
and the minimal model W3 (u, v), then using this embedding to construct the top-dense BP(u, v)-modules. This embedding
and construction was recently detailed in [35]. Here, we review their main results, adapted to our choice of conformal
structure (we also twist their embedding by the conjugation automorphism (2.6) in order to prioritise highest-weight
BP(u, v)-modules over their conjugates).

Theorem 3.4 ([35, Thms. 3.6 and 6.2]). For k nondegenerate-admissible, there exists a vertex operator algebra embedding
BP(u, v) ↩→ W3 (u, v) ⊗ Π given by

(3.12)

𝐽 (𝑧) ↦−→ 𝑏 (𝑧), 𝐿(𝑧) ↦−→ 𝑇 (𝑧) + 𝑡 (𝑧), 𝐺− (𝑧) ↦−→ e−𝑐 (𝑧),

𝐺+ (𝑧) ↦−→ :

(
3(u − v)

v
𝜕𝑎(𝑧)𝑎(𝑧) − 𝑎(𝑧)3 − (u − v)2

v2 𝜕2𝑎(𝑧) + u
v
𝑇 (𝑧)𝑎(𝑧) − u(u − v)

2v2 𝜕𝑇 (𝑧) −
√︂

u3

3v3𝑊 (𝑧)
)
e𝑐 (𝑧):.

Moreover, such an embedding does not exist when u ⩾ 2 and v = 1 or 2.

Theorem 3.5 ([35, Thms. 5.12 and 6.3]). Let k be nondegenerate-admissible. Then, for each [𝜆] ∈ Γu,v/ℤ3 and [ 𝑗] ∈ ℂ/ℤ:

• W[𝜆] ⊗ Π [ 𝑗 ] is an indecomposable top-dense BP(u, v)-module on which 𝐺−0 acts injectively.
• Every nonzero BP(u, v)-submodule of W[𝜆] ⊗ Π [ 𝑗 ] has nonzero intersection with its top space.
• If [ 𝑗] is not in the ∇-orbit of [ 𝑗 tw (𝜆)], then W[𝜆] ⊗ Π [ 𝑗 ] is a simple BP(u, v)-module.

Armed with this information, it is now straightforward to identify these restrictions as BP(u, v)-modules.

Proposition 3.6. Let k be nondegenerate-admissible, [𝜆] ∈ Γu,v/ℤ3 and [ 𝑗] ∈ ℂ/ℤ. Then,

(3.13) W[𝜆] ⊗ Π [ 𝑗 ] ≃ Rtw
[ 𝑗 ],[𝜆] .

Proof. Note that the W[𝜆] ⊗ Π [ 𝑗 ] are completely specified by their top spaces (Theorem 3.5), as are the Rtw
[ 𝑗 ],[𝜆] . It

therefore suffices to show that the top spaces of each coincide as modules over the twisted Zhu algebra of BP(u, v). The
classification of such modules [1, Thm. 3.22] shows that this will follow if the 𝐽0-, 𝐿0- and Ω-eigenvalues all match. Here,
Ω is a “cubic Casimir” of the twisted Zhu algebra that may be identified with

(3.14) Ω = 𝐺+0𝐺
−
0 +𝐺

−
0 𝐺
+
0 + 2𝐽 3

0 + 𝐽0 − 2𝐽0
(
u
v
𝐿0 +

(u − 2v) (2u − 3v)
8v2 𝟙

)
.
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Checking this matching is immediate for 𝐽0. For 𝐿0 = 𝑇0 + 𝑡0, it amounts to verifying that

(3.15) Δ𝜆 +
9𝜅
4

= Δtw (𝜆).

The Ω-check is likewise straightforward, though tedious. We only mention that the action on the top space of W[𝜆] ⊗ Π [ 𝑗 ]
is obtained from (3.12) and (3.14), whilst the action on the top space of Rtw

[ 𝑗 ],[𝜆] was computed in [1, Eq. (4.16)]. ■

Recall from Section 2.2 that we chose to define the nonsimple Rtw
[ 𝑗 ],[𝜆] so that𝐺−0 would always act injectively. The reason

why is simply that it makes the identification (3.13) true for all cosets [ 𝑗] rather than for all but three.

4. Characters and modularity

Having thoroughly reviewed the representation theory of the Bershadsky–Polyakov minimal models at nondegenerate
admissible levels and the construction of their top-dense modules via inverse quantum hamiltonian reduction, we are well
placed to investigate characters and their modular properties. For this, we shall employ the standard module formalism
developed in [9, 10] with certain spectral flows of the top-dense modules Rtw

[ 𝑗 ],[𝜆] , [ 𝑗] ∈ ℝ/ℤ, playing the role of the
standard modules. However, this identification is complicated by the fact that there are twisted and untwisted modules
to consider, even though the two sectors are related by spectral flow equivalences. As we shall see, this complication is
conveniently overcome by (temporarily) changing the conformal structure of BP(u, v).

4.1. Characters for standard modules. We begin by recalling the usual notion of character for BP(u, v)-modules,
decorated with an additional factor involving 𝜅 that will be convenient for our modular studies. For a BP(u, v)-module M,
we define its character to be

(4.1) ch
[
M

]
(𝜃𝜁 𝜏) = y𝜅 tr

M

(
z𝐽0q𝐿0−cBP

u,v/24
)
,

where y = e2𝜋 i𝜃 , z = e2𝜋 i𝜁 and q = e2𝜋 i𝜏 . We remark that this character does not always distinguish inequivalent simple
modules. In particular, it does not keep track of the eigenvalue of the “cubic Casimir” Ω mentioned in the proof of
Proposition 3.6. We will overcome this deficiency in the next section.

Our hypothesis, for k nondegenerate-admissible, is that the standard modules of BP(u, v) are spectral flows of the
top-dense BP(u, v)-modules Rtw

[ 𝑗 ],[𝜆] (with [ 𝑗] ∈ ℝ/ℤ and [𝜆] ∈ Γu,v/ℤ3). However, this places the standard modules
in the twisted module category 𝒲

tw
u,v whilst the vacuum module belongs to the untwisted module category 𝒲u,v. This is

inconvenient for Verlinde considerations (though not insurmountable, see for example [30,46]), hence we shall modify the
conformal structure of the vertex operator algebra BP(u, v) so as to reimagine the Rtw

[ 𝑗 ],[𝜆] as untwisted modules.
In fact, BP(u, v) admits a one-parameter family of conformal structures given by

(4.2) 𝐿̃(𝑧) = 𝐿(𝑧) + 𝛼𝜕𝐽 (𝑧), 𝛼 ∈ ℂ;

the corresponding central charges are c̃BP
u,v = cBP

u,v − 24𝛼2𝜅. Choosing another conformal structure means regrading any
weight BP(u, v)-module by the eigenvalue of 𝐿̃0 = 𝐿0 − 𝛼 𝐽0. The following modified definition for characters is thus
natural:

(4.3) c̃h
[
M

]
(𝜃𝜁 𝜏) = y𝜅 tr

M

(
z𝐽0q𝐿0−c̃BP

u,v/24
)
= ch

[
M

] (
𝜃 + 𝛼2𝜏

𝜁 − 𝛼𝜏𝜏 ) .
Of course, modifying the conformal grading also results in a modified notion of positive-energy modules and relaxed
highest-weight modules.

Proposition 4.1. Let k be nondegenerate-admissible and assume that 𝛼 ∈ 1
2ℤ. Then,

(4.4) R̃[ 𝑗 ],[𝜆] = 𝜎𝛼
(
Rtw
[ 𝑗−2𝛼𝜅 ],[𝜆]

)
is a relaxed highest-weight module with respect to 𝐿̃(𝑧).

Proof. It follows from (2.7) and (4.2) that

(4.5) 𝜎 ℓ
(
𝐿̃0

)
= 𝐿0 − (ℓ + 𝛼) 𝐽0 + ℓ (ℓ + 2𝛼)𝜅𝟙 = 𝐿̃0 − ℓ 𝐽0 + ℓ (ℓ + 2𝛼)𝜅𝟙.
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If 𝑣 𝑗 denotes a relaxed highest-weight vector of Rtw
[ 𝑗 ],[𝜆] of 𝐽0-eigenvalue 𝑗 , then

(4.6) 𝐿̃0𝜎
ℓ
(
𝑣 𝑗

)
= 𝜎 ℓ

(
(𝐿0 + (ℓ − 𝛼) 𝐽0 + ℓ (ℓ − 2𝛼)𝜅𝟙)𝑣 𝑗

)
=

(
Δtw (𝜆) + (ℓ − 𝛼) 𝑗 + ℓ (ℓ − 2𝛼)𝜅

)
𝜎 ℓ

(
𝑣 𝑗

)
,

hence the 𝐿̃0-eigenvalue is 𝑗-independent if and only if ℓ = 𝛼 . ■

Note that the shift in 𝑗 on the right-hand side of (4.4) ensures that the 𝐽0-eigenvalues of R̃[ 𝑗 ],[𝜆] coincide with the coset
[ 𝑗] ∈ ℂ/ℤ.

To convert the Rtw
[ 𝑗 ],[𝜆] into untwisted modules R̃[ 𝑗 ],[𝜆] , we therefore need to choose 𝛼 ∈ ℤ + 1

2 . For simplicity, we shall
specialise to 𝛼 = 1

2 in what follows. With this choice, BP(u, v) is ℤ-graded by 𝐿̃0: the conformal weights of𝐺+ and𝐺− are
1 and 2, respectively. We shall take the standard modules to be the 𝜎 ℓ

(
R̃[ 𝑗 ],[𝜆]

)
with ℓ ∈ ℤ, [ 𝑗] ∈ ℝ/ℤ and [𝜆] ∈ Γu,v/ℤ3.

In what follows, we shall make much more use of spectral flow. For brevity, we will therefore sometimes denote the
action of the spectral flow functor 𝜎 ℓ on a BP(u, v)-module M by a superscript: 𝜎 ℓ

(
M

)
= Mℓ . With this notation, our first

task is to compute the characters of the R̃ℓ
[ 𝑗 ],[𝜆] . We shall do so by using Proposition 3.6 to compute the characters of the

Rtw
[ 𝑗 ],[𝜆] . This requires the characters of the W3 (u, v)-modules W[𝜆] and the Π-modules Π [ 𝑗 ] :

(4.7) ch
[
W[𝜆]

]
(𝜏) = tr

W[𝜆]
q𝑇0−cW3

u,v /24 and ch
[
Π [ 𝑗 ]

]
(𝜁 𝜏) = trΠ [ 𝑗 ]

(
z𝑏0q𝑡0−cΠu,v/24

)
.

Being modules over a lattice vertex operator algebra, the Π [ 𝑗 ] have easily computed characters.

Proposition 4.2. For all [ 𝑗] ∈ ℂ/ℤ, we have

(4.8) ch
[
Π [ 𝑗 ]

]
(𝜁 𝜏) = z𝑗

𝜂 (𝜏)2
∑︁
𝑚∈ℤ

z𝑚,

where 𝜂 (𝜏) = q1/24 ∏∞
𝑛=1 (1 − q𝑛) is the Dedekind eta function.

Explicit formulae for the characters of the W[𝜆] may be found in many places, for example [47, 48]. We shall not need
them, noting merely that Proposition 3.6 immediately gives

(4.9) ch
[
Rtw
[ 𝑗 ],[𝜆]

]
(𝜃𝜁 𝜏) = y𝜅 ch

[
W[𝜆]

]
(𝜏) ch

[
Π [ 𝑗 ]

]
(𝜁 𝜏) = y𝜅z𝑗 ch

[
W[𝜆]

]
(𝜏)

𝜂 (𝜏)2
∑︁
𝑚∈ℤ

z𝑚 .

Lemma 4.3. Given any BP(u, v)-module M (that possesses a character) and ℓ ∈ 1
2ℤ, we have

(4.10)
ch

[
Mℓ

]
(𝜃𝜁 𝜏) = ch

[
M

] (
𝜃 + 2ℓ𝜁 + ℓ2𝜏

𝜁 + ℓ𝜏𝜏 )
and c̃h

[
Mℓ

]
(𝜃𝜁 𝜏) = c̃h

[
M

]
(𝜃 + 2ℓ𝜁 + ℓ (ℓ + 1)𝜏𝜁 + ℓ𝜏𝜏) .

Proof. The first character identity follows easily from (2.7):

ch
[
Mℓ

]
(𝜃𝜁 𝜏) = tr

𝜎ℓ
(
M

) (y𝜅z𝐽0q𝐿0−cBP
u,v/24

)
= tr

M

(
y𝜅z𝜎

−ℓ
(
𝐽0
)
q𝜎
−ℓ

(
𝐿0
)
−cBP

u,v/24
)

= tr
M

(
y𝜅z𝐽0+2𝜅ℓ𝟙q𝐿0+ℓ 𝐽0+𝜅ℓ2𝟙−cBP

u,v/24
)
= ch

[
M

] (
𝜃 + 2ℓ𝜁 + ℓ2𝜏

𝜁 + ℓ𝜏𝜏 ) .
The second follows in the same way, but using (4.5) with 𝛼 = 1

2 . ■

Proposition 4.4. Let k be nondegenerate-admissible. Then, for all ℓ ∈ 1
2ℤ, [ 𝑗] ∈ ℂ/ℤ and [𝜆] ∈ Γu,v/ℤ3, the standard

characters have the form

(4.11) c̃h
[
R̃ℓ
[ 𝑗 ],[𝜆]

]
(𝜃𝜁 𝜏) = e2𝜋 i𝜅

(
𝜃−ℓ (ℓ+1)𝜏

) ch
[
W[𝜆]

]
(𝜏)

𝜂 (𝜏)2
∑︁
𝑚∈ℤ

e2𝜋 i𝑚 ( 𝑗+2𝜅ℓ )𝛿 (𝜁 + ℓ𝜏 −𝑚).

Proof. First combine (4.4) and (4.9) with Lemma 4.3 to see that

ch
[
R̃ℓ
[ 𝑗 ],[𝜆]

]
(𝜃𝜁 𝜏) = ch

[
𝜎 ℓ+1/2 (Rtw

[ 𝑗−𝜅 ],[𝜆]
) ]
(𝜃𝜁 𝜏)(4.12)

=
y𝜅z𝑗+2ℓ𝜅q(ℓ+1/2) 𝑗+(ℓ2−1/4)𝜅 ch

[
W[𝜆]

]
(𝜏)

𝜂 (𝜏)2
∑︁
𝑚∈ℤ

z𝑚q(ℓ+1/2)𝑚 .
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Now use (4.3) to conclude that

(4.13) c̃h
[
R̃ℓ
[ 𝑗 ],[𝜆]

]
(𝜃𝜁 𝜏) = y𝜅z𝑗+2ℓ𝜅qℓ 𝑗+ℓ (ℓ−1)𝜅 ch

[
W[𝜆]

]
(𝜏)

𝜂 (𝜏)2
∑︁
𝑚∈ℤ

z𝑚qℓ𝑚 .

To conclude, use the standard identity
∑

𝑚∈ℤ e2𝜋 i𝑚𝑥 =
∑

𝑚∈ℤ 𝛿 (𝑥 −𝑚). ■

4.2. One-point functions for standard modules. As appealing as the standard character formula (4.11) is, the result
has a highly undesirable feature: the standard characters are not linearly independent. This means that characters cannot
distinguish isomorphism classes of simple BP(u, v)-modules and so any Verlinde computations relying on them will give
ambiguous answers.

The root cause of this failure of linear independence is the well known fact that the W3 (u, v)-characters are not linearly
independent either: the definition (4.7) ignores the eigenvalue of𝑊0. As the conjugation automorphism (3.5) of W3 (u, v)
preserves 𝑇0-eigenvalues but negates 𝑊0-eigenvalues, conjugate W3 (u, v)-modules will always have the same character.
The simple characters will therefore be linearly dependent whenever W3 (u, v) admits a highest-weight vector with a
nonzero𝑊0-eigenvalue.

This issue was recently resolved in [49] by considering one-point functions instead of characters. Here, the definition
of the character is “upgraded” by inserting the zero mode of some 𝑢 ∈ W3 (u, v):

(4.14) ch
[
W[𝜆]

]
(𝜏 ; 𝑢) = tr

W[𝜆]

(
𝑢0q𝑇0−cW3

u,v /24
)
.

Because W3 (u, v) is rational and𝐶2-cofinite [6,38], these one-point functions are linearly independent for generic choices
of 𝑢 [50]. In particular, as W[𝜆] is a simple highest-weight module, completely specified by the eigenvalues of 𝑇0 and𝑊0

on the highest-weight vector, we have the desired linear independence when 𝑢 =𝑊 .
In fact, this conclusion needs a minor refinement because it may happen that𝑊 is zero in W3 (u, v). From the operator

product expansions (3.1) of the universal Zamolodchikov algebra, we see that 𝑊 is null in Wk
3 (hence zero in W3 (u, v))

if and only if cW3
k = 0 or 𝐴k = 0. But, cW3

k = 0 if and only if (u, v) = (3, 4), (4, 3) and W3 (3, 4) = W3 (4, 3) is the trivial
(one-dimensional) vertex operator algebra. Similarly, 𝐴k = 0 if and only if (u, v) = (3, 5), (5, 3) and W3 (3, 5) = W3 (5, 3)
is the Virasoro minimal model M(2, 5). It follows that when 𝑊 = 0, the characters of the minimal model are linearly
independent, so we may take 𝑢 = 𝟙 in (4.14). For all other W3 minimal models, we take 𝑢 =𝑊 .

We can similarly upgrade the definition of BP(u, v)-characters to one-point functions as follows:

(4.15)
ch

[
M

]
(𝜃𝜁 𝜏 ; 𝑢) = y𝜅 tr

M

(
𝑢0z𝐽0q𝐿0−cBP

u,v/24
)
,

c̃h
[
M

]
(𝜃𝜁 𝜏 ; 𝑢) = y𝜅 tr

M

(
𝑢0z𝐽0q𝐿0−c̃BP

u,v/24
)
,

𝑢 ∈ BP(u, v).

The question is now if there is a choice of 𝑢 guaranteeing linear independence. As BP(u, v) is neither rational nor
𝐶2-cofinite when k is nondegenerate-admissible [1, 35], this is not immediately clear.

Our end goal for these one-point functions is, however, the modular properties when M is a standard module. By
Proposition 3.6, a standard module of BP(u, v) is always a W3 (u, v) ⊗ Π-module, something that is not true for general
BP(u, v)-modules. We may therefore take𝑢 to be an element of W3 (u, v) ⊗Π and know that the one-point functions (4.15),
with M standard, are well defined. In particular, we may choose 𝑢 = 𝟙 ⊗ 𝟙 when (u, v) ∈

{
(3, 4), (4, 3), (3, 5), (5, 3)

}
and

𝑢 =𝑊 ⊗ 𝟙 otherwise. It is now clear how to lift Proposition 4.4 to linearly independent one-point functions.

Proposition 4.5. Let k be nondegenerate-admissible. Then, for all ℓ ∈ 1
2ℤ, [ 𝑗] ∈ ℂ/ℤ and [𝜆] ∈ Γu,v/ℤ3, we have

(4.16) c̃h
[
R̃ℓ
[ 𝑗 ],[𝜆]

]
(𝜃𝜁 𝜏 ; 𝑢) = e2𝜋 i𝜅

(
𝜃−ℓ (ℓ+1)𝜏

) ch
[
W[𝜆]

]
(𝜏 ; 𝑢)

𝜂 (𝜏)2
∑︁
𝑚∈ℤ

e2𝜋 i𝑚 ( 𝑗+2𝜅ℓ )𝛿 (𝜁 + ℓ𝜏 −𝑚) .

Moreover, if we take 𝑢 = 𝟙 when (u, v) ∈
{
(3, 4), (4, 3), (3, 5), (5, 3)

}
and 𝑢 =𝑊 otherwise, then these standard one-point

functions are linearly independent.

Note the slight abuse of notation in writing 𝑢 instead of 𝑢 ⊗ 𝟙 on the left-hand side of (4.16).

4.3. Modularity of standard one-point functions. The S-transforms of the W3 (u, v)-characters were first obtained in
[48], though the issue with the linear dependence of the characters was not resolved until recently [49]. Since 𝑢 = 𝟙 or
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𝑊 is a Virasoro highest-weight vector of conformal weight Δ𝑢 = 0 or 3, respectively, the S-transform of the W3 (u, v)
one-point functions takes the following simple form [50]:

(4.17) ch
[
W[𝜆]

] (
−1
𝜏

;
𝑢

𝜏Δ𝑢

)
=

∑︁
[𝜆′ ]∈Γu,v/ℤ3

SW3
[𝜆],[𝜆′ ] ch

[
W[𝜆′ ]

]
(𝜏 ; 𝑢) .

The explicit form of the W3 (u, v) S-matrix SW3
[𝜆],[𝜆′ ] is given in Theorem A.1.

Define the following transformations on the parameter space (𝜃𝜁 𝜏 ;𝑢):

(4.18) S : (𝜃𝜁 𝜏 ; 𝑢) ↦−→
(
𝜃 − 𝜁 2

𝜏
− 𝜁

𝜏
+ 𝜁

 𝜁𝜏 −1
𝜏

;
𝑢

𝜏Δ𝑢

)
and T : (𝜃𝜁 𝜏 ; 𝑢) ↦−→ (𝜃𝜁 𝜏 + 1 ; 𝑢) .

That this defines an SL2 (ℤ)-action is a straightforward computation:

(4.19) S2 = (ST)3 = C : (𝜃𝜁 𝜏 ; 𝑢) ↦−→
(
𝜃 + 2𝜁 −𝜁 𝜏 ; (−1)Δ𝑢𝑢

)
.

Obviously, C squares to the identity as required.

Theorem 4.6. Let k be nondegenerate-admissible. Then, for each ℓ ∈ ℤ, [ 𝑗] ∈ ℝ/ℤ and [𝜆] ∈ Γu,v/ℤ3, the S-transform
of the one-point function of R̃ℓ

[ 𝑗 ],[𝜆] is given by

(4.20) S
{
c̃h

[
R̃ℓ
[ 𝑗 ],[𝜆]

]}
=
|𝜏 |
−i𝜏

∑︁
ℓ ′∈ℤ

∫
ℝ/ℤ

∑︁
[𝜆′ ]∈Γu,v/ℤ3

Sℓ ′,[ 𝑗 ′ ],[𝜆′ ]
ℓ,[ 𝑗 ],[𝜆] c̃h

[
R̃ℓ ′

[ 𝑗 ′ ],[𝜆′ ]
]

d[ 𝑗 ′],

where the entries of the “S-matrix” (integral kernel) are

(4.21) Sℓ ′,[ 𝑗 ′ ],[𝜆′ ]
ℓ,[ 𝑗 ],[𝜆] = SW3

[𝜆],[𝜆′ ]e
−2𝜋 i

(
2𝜅ℓℓ ′+ℓ ( 𝑗 ′−𝜅 )+( 𝑗−𝜅 )ℓ ′

)
.

Proof. Our strategy is to evaluate and simplify both sides of (4.20). Starting with the left-hand side, we have

S
{
c̃h

[
R̃ℓ
[ 𝑗 ],[𝜆]

]
(𝜃𝜁 𝜏 ; 𝑢)

}
= c̃h

[
R̃ℓ
[ 𝑗 ],[𝜆]

] (
𝜃 − 𝜁 2

𝜏
− 𝜁

𝜏
+ 𝜁

 𝜁𝜏 −1
𝜏

;
𝑢

𝜏Δ𝑢

)
(4.22)

= exp
[
2𝜋 i𝜅

(
𝜃 − 𝜁 2

𝜏
− 𝜁

𝜏
+ 𝜁 + ℓ (ℓ + 1)

𝜏

)] ch
[
W[𝜆]

] (
− 1
𝜏

; 𝑢
𝜏Δ𝑢

)
−i𝜏𝜂 (𝜏)2

∑︁
𝑚∈ℤ

e2𝜋 i𝑚 ( 𝑗+2𝜅ℓ )𝛿

(
𝜁

𝜏
− ℓ

𝜏
−𝑚

)
(using Proposition 4.5 and the well known S-transform of Dedekind’s eta function)

=
|𝜏 |

−i𝜏𝜂 (𝜏)2
∑︁
[𝜆′ ]

SW3
[𝜆],[𝜆′ ] ch

[
W[𝜆′ ]

]
(𝜏 ; 𝑢)

· exp
[
2𝜋 i𝜅

(
𝜃 − 𝜁 2

𝜏
− 𝜁

𝜏
+ 𝜁 + ℓ (ℓ + 1)

𝜏

)] ∑︁
𝑚∈ℤ

e2𝜋 i( 𝑗+2𝜅ℓ )𝑚𝛿 (𝜁 − ℓ −𝑚𝜏)

=
|𝜏 |

−i𝜏𝜂 (𝜏)2
∑︁
[𝜆′ ]

SW3
[𝜆],[𝜆′ ] ch

[
W[𝜆′ ]

]
e2𝜋 i𝜅 (𝜃+ℓ )

∑︁
𝑚∈ℤ

e−2𝜋 i
(
( 𝑗−𝜅 )𝑚+𝜅𝑚 (𝑚+1)𝜏

)
𝛿 (𝜁 +𝑚𝜏 − ℓ)

(using (4.17) and the properties of the delta function). Here, and below, the [𝜆′]-sums run over Γu,v/ℤ3. Inserting (4.21)
into the right-hand side, similar manipulations result in the same answer:

|𝜏 |
−i𝜏

∑︁
ℓ ′∈ℤ

∫
ℝ/ℤ

∑︁
[𝜆′ ]

Sℓ ′,[ 𝑗 ′ ],[𝜆′ ]
ℓ,[ 𝑗 ],[𝜆] c̃h

[
R̃ℓ ′

[ 𝑗 ′ ],[𝜆′ ]
]

d[ 𝑗 ′](4.23)

=
|𝜏 |

−i𝜏𝜂 (𝜏)2
∑︁
[𝜆′ ]

SW3
[𝜆],[𝜆′ ] ch

[
W[𝜆′ ]

]
·
∑︁
ℓ ′∈ℤ

∫
ℝ/ℤ

e−2𝜋 i
(
2𝜅ℓℓ ′+ℓ ( 𝑗 ′−𝜅 )+( 𝑗−𝜅 )ℓ ′

)
e2𝜋 i𝜅

(
𝜃−ℓ ′ (ℓ ′+1)𝜏

) ∑︁
𝑚∈ℤ

e2𝜋𝑖 ( 𝑗 ′+2𝜅ℓ ′ )𝑚𝛿 (𝜁 + ℓ ′𝜏 −𝑚) d[ 𝑗 ′]

=
|𝜏 |

−i𝜏𝜂 (𝜏)2
∑︁
[𝜆′ ]

SW3
[𝜆],[𝜆′ ] ch

[
W[𝜆′ ]

] ∑︁
ℓ ′∈ℤ

e−2𝜋𝑖
(
( 𝑗−𝜅 )ℓ ′−𝜅ℓ

)
e2𝜋𝑖𝜅

(
𝜃−ℓ ′ (ℓ ′+1)𝜏

)
𝛿 (𝜁 + ℓ ′𝜏 − ℓ)

=
|𝜏 |

−i𝜏𝜂 (𝜏)2
∑︁
[𝜆′ ]

SW3
[𝜆],[𝜆′ ] ch

[
W[𝜆′ ]

]
e2𝜋 i𝜅 (𝜃+ℓ )

∑︁
𝑚∈ℤ

e−2𝜋 i
(
( 𝑗−𝜅 )𝑚+𝜅𝑚 (𝑚+1)𝜏

)
𝛿 (𝜁 +𝑚𝜏 − ℓ) . ■
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We remark that the residual factor of |𝜏 |/(−i𝜏) in (4.20) may also be absorbed by further adjusting the coordinate modular
transformation (4.18). This adjustment will not be detailed here, but the interested reader may refer to [15] for a similar
example. We also note that the explicit formula for the (diagonal) T-matrix of the standard one-point functions is very
easy to derive. As we shall not need this formula, it is likewise omitted.

The “matrix elements” Sℓ ′,[ 𝑗 ′ ],[𝜆′ ]
ℓ,[ 𝑗 ],[𝜆] are manifestly symmetric because the SW3

[𝜆],[𝜆′ ] are. It is also easy to check that the
BP(u, v) “S-matrix” is unitary and its square represents conjugation, properties which again follow from those of the
W3 (u, v) S-matrix.

5. The Bershadsky–Polyakov minimal models BP(u, 3)

We have determined a set of standard modules for the Bershadsky–Polyakov minimal models BP(u, v), computed their
linearly independent one-point functions and determined the consequent modular S-transforms. According to the standard
module formalism of [9, 10], the other simple (untwisted) BP(u, v)-modules may be resolved in terms of the nonsimple
standard modules

(5.1) 𝜎 ℓ+1/2 (Rtw
𝜆

)
= 𝜎 ℓ+1/2 (Rtw

[ 𝑗 tw (𝜆) ],[𝜆]
)
= 𝜎 ℓ

(
R̃[ 𝑗 tw (𝜆)+𝜅 ],[𝜆]

)
= R̃ℓ

𝜆
, ℓ ∈ ℤ, 𝜆 ∈ Γu,v .

In this section, we shall derive these resolutions and determine the consequent modularity of the remaining simple modules
when k is nondegenerate-admissible with v = 3. The more technically demanding generalisation to v > 3 will be discussed
in Section 6.

The motivation for initially restricting to v = 3 is purely to present the analysis with a minimum of complications. In
particular, every highest-weight BP(u, 3)-module is type-3 (Section 2.3). As we shall see, this means that the resolutions
of these modules all have the same form (up to spectral flow), significantly reducing the number of cases that need to be
considered. Another related simplification is that for v = 3, 𝜆 ∈ Γu,v corresponds to s = [0, 0, 0].

5.1. Resolutions. We begin with the short exact sequence of Proposition 2.10. The highest weight of the quotient is
required to be the leftmost in its orbit as pictured in Figure 1. For v = 3, the highest weight is type-3 and so the leftmost
has s = [0,−1, 1]. The short exact sequence is thus

(5.2) 0 −→ H
{
𝑟0 𝑟1 𝑟2
0 0 0

}1 −→ R̃
{
𝑟0 𝑟1 𝑟2
0 0 0

}
−→ H

{
𝑟0 𝑟1 𝑟2
0 −1 1

}
−→ 0.

The highest weight of the submodule (without spectral flow) is in Γu,3, hence it is the rightmost in its orbit. As the orbit is
type-3, it is obtained from the leftmost by spectrally flowing twice. By Proposition 2.6, we thus have

(5.3) H
{
𝑟0 𝑟1 𝑟2
0 0 0

}
≃ H

{
𝑟2 𝑟0 𝑟1
0 −1 1

}2
.

We can therefore splice the exact sequence (5.2) with that obtained by applying 𝜎3 to the corresponding exact sequence
with quotient H

{
𝑟2 𝑟0 𝑟1
0 −1 1

}
. Iterating this, we arrive at the desired resolution.

Proposition 5.1. Let k be admissible with v = 3. Then, every simple highest-weight BP(u, 3)-module is resolved by the
nonsimple standard modules as follows:

· · · −→ R̃
{
𝑟0 𝑟1 𝑟2
0 0 0

}9 −→ R̃
{
𝑟1 𝑟2 𝑟0
0 0 0

}6 −→ R̃
{
𝑟2 𝑟0 𝑟1
0 0 0

}3 −→ R̃
{
𝑟0 𝑟1 𝑟2
0 0 0

}
−→ H

{
𝑟0 𝑟1 𝑟2
0 −1 1

}
−→ 0,(5.4a)

· · · −→ R̃
{
𝑟1 𝑟2 𝑟0
0 0 0

}10 −→ R̃
{
𝑟2 𝑟0 𝑟1
0 0 0

}7 −→ R̃
{
𝑟0 𝑟1 𝑟2
0 0 0

}4 −→ R̃
{
𝑟1 𝑟2 𝑟0
0 0 0

}1 −→ H
{
𝑟0 𝑟1 𝑟2
1 −1 0

}
−→ 0,(5.4b)

· · · −→ R̃
{
𝑟2 𝑟0 𝑟1
0 0 0

}11 −→ R̃
{
𝑟0 𝑟1 𝑟2
0 0 0

}8 −→ R̃
{
𝑟1 𝑟2 𝑟0
0 0 0

}5 −→ R̃
{
𝑟2 𝑟0 𝑟1
0 0 0

}2 −→ H
{
𝑟0 𝑟1 𝑟2
0 0 0

}
−→ 0.(5.4c)

The other two resolutions are obtained from the first by applying one or two units of spectral flow. For reasons that will
become clear shortly, we focus on the highest-weight BP(u, 3)-modules with s = [1,−1, 0].

Corollary 5.2. Let k be admissible with v = 3. Then, for all r ∈ Pu−3
⩾ and ℓ ∈ 1

2ℤ, we have

(5.5) c̃h
[
H

{
𝑟0 𝑟1 𝑟2
1 −1 0

}ℓ ]
=

∞∑︁
𝑛=0
(−1)𝑛

(
c̃h

[
R̃

{
𝑟1 𝑟2 𝑟0
0 0 0

}ℓ+9𝑛+1] − c̃h
[
R̃

{
𝑟0 𝑟1 𝑟2
0 0 0

}ℓ+9𝑛+4] + c̃h
[
R̃

{
𝑟2 𝑟0 𝑟1
0 0 0

}ℓ+9𝑛+7] )
.
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The analogous formulae for s = [0,−1, 1] and s = [0, 0, 0] are obtained by applying −1 and 1 unit of spectral flow,
respectively.

It follows that the (linearly independent) standard one-point functions form a topological basis for the space of all
one-point functions of BP(u, 3)-modules. The S-transforms of the highest-weight one-point functions thus follow trivially
from the standard ones, computed in Theorem 4.6.

Note that the 𝑟 -labels of the three summands appearing on the right-hand side of (5.5) are related by the ℤ3-action.
This allows us to rewrite (5.5) in the following alternative form:

(5.6) c̃h
[
H

{
𝑟0 𝑟1 𝑟2
1 −1 0

}ℓ ]
=

∞∑︁
𝑛=0
(−1)𝑛

(
c̃h

[
R̃(∇−1 (r), 0)ℓ+9𝑛+1

]
− c̃h

[
R̃(r, 0)ℓ+9𝑛+4

]
+ c̃h

[
R̃(∇(r), 0)ℓ+9𝑛+7

] )
.

Here, 0 is being used as a shorthand for the 𝑠-triple [0, 0, 0]. We shall also find it convenient to introduce notation for the
𝐽0-eigenvalue of a highest weight with s = [1,−1, 0]:

(5.7) 𝑗 (r) ≡ 𝑗
(
Γ(r, [1,−1, 0])

)
= 1

3 (𝑟1 − 𝑟2).

Theorem 5.3. Let k be admissible with v = 3 and take r ∈ Pu−3
⩾ . Then for all ℓ ∈ ℤ, the S-transform of the one-point

function of H
{
𝑟0 𝑟1 𝑟2
1 −1 0

}ℓ is given by

(5.8) S
{
c̃h

[
H

{
𝑟0 𝑟1 𝑟2
1 −1 0

}ℓ ]}
=
|𝜏 |
−i𝜏

∑︁
ℓ ′∈ℤ

∫
ℝ/ℤ

∑︁
[𝜆′ ]∈Γu,3/ℤ3

Sℓ ′,[ 𝑗 ′ ],[𝜆′ ]
ℓ,r c̃h

[
R̃ℓ ′

[ 𝑗 ′ ],[𝜆′ ]
]

d[ 𝑗 ′],

where the entries of the “highest-weight S-matrix” are given by

(5.9) Sℓ ′,[ 𝑗 ′ ],[𝜆′ ]
ℓ,r = SW3

[Γ (r,0) ],[𝜆′ ]
e−2𝜋 i

(
2𝜅 (ℓ−1/2)ℓ ′+(ℓ−1/2) ( 𝑗 ′−𝜅 )+𝑗 (r)ℓ ′

)
2 cos

(
3𝜋 ( 𝑗 ′ − 𝜅)

) .

Proof. By Corollary 5.2, the S-matrix entry Sℓ ′,[ 𝑗 ′ ],[𝜆′ ]
ℓ,r for the one-point function of H

{
𝑟0 𝑟1 𝑟2
1 −1 0

}ℓ may be written as
an infinite linear combination of standard S-matrix entries (4.21). Recall that R̃𝜇 = R̃[ 𝑗 (𝜇 )+2𝜅 ],[𝜇 ] and note that the 𝜇

corresponding to the standard one-point functions on the right-hand side of (5.5) or (5.6) all belong to the same class
[Γ(r, 0)] in Γu,3/ℤ3, since 0 is obviously ∇-invariant. Comparing each 𝑗 (𝜇) with 𝑗 (r) = 𝑗 (Γ(r, [1,−1, 0])) then gives

(5.10) Sℓ ′,[ 𝑗 ′ ],[𝜆′ ]
ℓ,r =

∞∑︁
𝑛=0
(−1)𝑛

(
Sℓ ′,[ 𝑗 ′ ],[𝜆′ ]
ℓ+9𝑛+1,[ 𝑗 (r)−2𝜅 ],[Γ (r,0) ] − Sℓ ′,[ 𝑗 ′ ],[𝜆′ ]

ℓ+9𝑛+4,[ 𝑗 (r)+𝜅− 1
2 ],[Γ (r,0) ]

+ Sℓ ′,[ 𝑗 ′ ],[𝜆′ ]
ℓ+9𝑛+7,[ 𝑗 (r)+4𝜅 ],[Γ (r,0) ]

)
,

where we have also used the fact that u = 9(𝜅 + 1
2 ) (since v = 3). From (4.21), we obtain

(5.11)

Sℓ ′,[ 𝑗 ′ ],[𝜆′ ]
ℓ+9𝑛+1,[ 𝑗 (r)−2𝜅 ],[Γ (r,0) ] = SW3

[Γ (r,0) ],[𝜆′ ]e
−2𝜋 i

(
2𝜅 (ℓ+9𝑛+1)ℓ ′+(ℓ+9𝑛+1) ( 𝑗 ′−𝜅 )+( 𝑗 (r)−3𝜅 )ℓ ′

)
,

Sℓ ′,[ 𝑗 ′ ],[𝜆′ ]
ℓ+9𝑛+4,[ 𝑗 (r)+𝜅− 1

2 ],[Γ (r,0) ]
= e−6𝜋 i( 𝑗 ′−𝜅 )Sℓ ′,[ 𝑗 ′ ],[𝜆′ ]

ℓ+9𝑛+1,[ 𝑗 (r)−2𝜅 ],[Γ (r,0) ]

and Sℓ ′,[ 𝑗 ′ ],[𝜆′ ]
ℓ+9𝑛+7,[ 𝑗 (r)+4𝜅 ],[Γ (r,0) ] = e−12𝜋 i( 𝑗 ′−𝜅 )Sℓ ′,[ 𝑗 ′ ],[𝜆′ ]

ℓ+9𝑛+1,[ 𝑗 (r)−2𝜅 ],[Γ (r,0) ] .

Substituting into (5.10) now gives the desired result:

Sℓ ′,[ 𝑗 ′ ],[𝜆′ ]
ℓ,r =

(
1 − e−6𝜋 i( 𝑗 ′−𝜅 ) + e−12𝜋 i( 𝑗 ′−𝜅 )

)
SW3
[Γ (r,0) ],[𝜆′ ]

∞∑︁
𝑛=0
(−1)𝑛e−2𝜋 i

(
2𝜅 (ℓ+9𝑛+1)ℓ ′+(ℓ+9𝑛+1) ( 𝑗 ′−𝜅 )+( 𝑗 (r)−3𝜅 )ℓ ′

)
(5.12)

=
1 + e−18𝜋 i( 𝑗 ′−𝜅 )

1 + e−6𝜋 i( 𝑗 ′−𝜅 ) SW3
[Γ (r,0) ],[𝜆′ ]e

−2𝜋 i
(
2𝜅 (ℓ+1)ℓ ′+(ℓ+1) ( 𝑗 ′−𝜅 )+( 𝑗 (r)−3𝜅 )ℓ ′

) 1
1 + e−18𝜋 i( 𝑗 ′−𝜅 )

= SW3
[Γ (r,0) ],[𝜆′ ]

e−2𝜋 i
(
2𝜅 (ℓ−1/2)ℓ ′+(ℓ−1/2) ( 𝑗 ′−𝜅 )+𝑗 (r)ℓ ′

)
2 cos

(
3𝜋 ( 𝑗 ′ − 𝜅)

) . ■

Of particular importance for Grothendieck fusion rule computations are the S-matrix elements corresponding to the
vacuum module Hk𝜔0 = H

{ u−3 0 0
1 −1 0

}
. These will be given the special notation Sℓ ′,[ 𝑗 ′ ],[𝜆′ ]

vac. = Sℓ ′,[ 𝑗 ′ ],[𝜆′ ]
0,[u−3,0,0] .

Corollary 5.4. Let k be admissible with v = 3. Then,

(5.13) Sℓ ′,[ 𝑗 ′ ],[𝜆′ ]
vac. = SW3

vac.,[𝜆′ ]
e2𝜋 i𝜅ℓ ′e𝜋 i( 𝑗 ′−𝜅 )

2 cos
(
3𝜋 ( 𝑗 ′ − 𝜅)

) , SW3
vac.,[𝜆′ ] = SW3

[Γ ( [u−3,0,0],0) ],[𝜆′ ] .
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Note that W( [u − 3, 0, 0], 0) is the vacuum module of W3 (u, 3) because (3.4) gives Δ
{ u−3 0 0

0 0 0
}
= 𝑤

{ u−3 0 0
0 0 0

}
= 0.

As with the analysis of the admissible-level 𝔰𝔩2 minimal models reported in [13], the vacuum S-matrix element (5.13)
diverges when R̃ℓ ′

[ 𝑗 ′ ],[𝜆′ ] is nonsimple. To see this, recall that R̃ℓ ′

[ 𝑗 ′ ],[𝜆′ ] is nonsimple when [ 𝑗 ′] = [ 𝑗 tw
(
(∇𝑖 (𝜆′)

)
+ 𝜅] for

some 𝑖 ∈ ℤ3. As ∇𝑖 (𝜆′) ∈ Γu,3, it is given by Γ(r, 0) for some r ∈ Pu−3
⩾ . However, 𝑗 tw (Γ(r, 0)) +𝜅 = 1

3 (𝑟1 − 𝑟2) − 1
2 , so the

denominator of (5.13) becomes cos
(
𝜋 (𝑟1 − 𝑟2) − 3𝜋

2
)
= 0 when R̃ℓ ′

[ 𝑗 ′ ],[𝜆′ ] is nonsimple.

5.2. Grothendieck Fusion Rules. One of the most beautiful results in rational conformal field theory is the Verlinde
formula, discovered by Verlinde [51] and proven by Huang [52, 53]. It expresses the fusion coefficients, which are
nonnegative integers, in terms of the entries of the modular S-matrix, which are algebraic numbers in general. This
formula does not apply to nonrational theories such as the Bershadsky–Polyakov minimal models studied here, but there
is a conjectural extension that has been successfully tested in a wide range of examples. This is the standard Verlinde
formula of [9, 10].

We present this formula in the following conjecture for all Bershadsky–Polyakov minimal models with nondegenerate
admissible levels k. Note however that it computes not the fusion coefficients but the Grothendieck fusion coefficients,
these being the structure constants of the Grothendieck group of the category of standard modules, equipped with (the
image of) the fusion product. As characters (and one-point functions) are blind to the difference between a module and
the direct sum of its composition factors, these coefficients are all that one could hope to access using modularity.

Of course, to consistently equip the Grothendieck group with the fusion product, one needs to know that fusing with
a standard module defines an exact functor. This appears to be very difficult to establish, so we shall have to conjecture
that it does hold. In fact, we believe that a slightly stronger statement is true: the category of standard modules is rigid.
Assuming this, the standard Verlinde conjecture is as follows.

Conjecture 1. Let k be admissible-nondegenerate. Then, for ℓ, ℓ ′ ∈ ℤ, [ 𝑗], [ 𝑗 ′] ∈ ℝ/ℤ and [𝜆], [𝜆′] ∈ Γu,v/ℤ3, the
Grothendieck fusion rules of the standard BP(u, v)-modules are given by

(5.14a)
[
R̃ℓ
[ 𝑗 ],[𝜆]

]
⊠

[
R̃ℓ ′

[ 𝑗 ′ ],[𝜆′ ]
]
=

∑︁
ℓ ′′∈ℤ

∫
ℝ/ℤ

∑︁
[𝜆′′ ]∈Γu,v/ℤ3

(
ℓ ′′, [ 𝑗 ′′], [𝜆′′]

ℓ, [ 𝑗], [𝜆] ℓ ′, [ 𝑗 ′], [𝜆′]

) [
R̃ℓ ′′

[ 𝑗 ′′ ],[𝜆′′ ]
]

d[ 𝑗 ′′],

where the Grothendieck fusion coefficients are given by

(5.14b)
(

ℓ ′′, [ 𝑗 ′′], [𝜆′′]
ℓ, [ 𝑗], [𝜆] ℓ ′, [ 𝑗 ′], [𝜆′]

)
=

∑︁
𝑚∈ℤ

∫
ℝ/ℤ

∑︁
[𝜇 ]∈Γu,v/ℤ3

S𝑚,[𝑘 ],[𝜇 ]
ℓ,[ 𝑗 ],[𝜆] S𝑚,[𝑘 ],[𝜇 ]

ℓ ′,[ 𝑗 ′ ],[𝜆′ ]

(
S𝑚,[𝑘 ],[𝜇 ]
ℓ ′′,[ 𝑗 ′′ ],[𝜆′′ ]

)∗
S𝑚,[𝑘 ],[𝜇 ]

vac.
d[𝑘] .

Here, the asterisk indicates complex conjugation.

The results obtained in the remainder of this section will implicitly assume that this conjecture holds. We now apply the
standard Verlinde formula to compute the Grothendieck fusion rules of the standard BP(u, 3)-modules. First, note that
substituting the factorisation

(5.15) S𝑚,[𝑘 ],[𝜇 ]
ℓ,[ 𝑗 ],[𝜆] = e−2𝜋 iℓ (2𝜅ℓ ′+𝑗 ′−𝜅 )S𝑚,[𝑘 ],[𝜇 ]

0,[ 𝑗 ],[𝜆]

into (5.14b) results in

(5.16)
(

ℓ ′′, [ 𝑗 ′′], [𝜆′′]
ℓ, [ 𝑗], [𝜆] ℓ ′, [ 𝑗 ′], [𝜆′]

)
=

(
ℓ ′′ − ℓ ′ − ℓ, [ 𝑗 ′′], [𝜆′′]
0, [ 𝑗], [𝜆] 0, [ 𝑗 ′], [𝜆′]

)
.

It follows that the Grothendieck fusion rule for
[
R̃ℓ
[ 𝑗 ],[𝜆]

]
⊠

[
R̃ℓ ′

[ 𝑗 ′ ],[𝜆′ ]
]

may be obtained by applying 𝜎 ℓ+ℓ ′ to the rule for[
R̃[ 𝑗 ],[𝜆]

]
⊠

[
R̃[ 𝑗 ′ ],[𝜆′ ]

]
. We shall exploit this “conservation of spectral flow” to simplify all our Grothendieck fusion rule

computations. In fact, (5.16) also extends from ℓ, ℓ ′ ∈ ℤ to ℓ, ℓ ′ ∈ 1
2ℤ.

Theorem 5.5. Let k be admissible with v = 3. Then for all ℓ, ℓ ′ ∈ 1
2ℤ, [ 𝑗], [ 𝑗 ′] ∈ ℝ/ℤ and [𝜆], [𝜆′] ∈ Γu,3/ℤ3, the

Grothendieck fusion rules of the standard BP(u, 3)-modules are

(5.17)
[
R̃ℓ
[ 𝑗 ],[𝜆]

]
⊠

[
R̃ℓ ′

[ 𝑗 ′ ],[𝜆′ ]
]
=

∑︁
[𝜆′′ ]∈Γu,3/ℤ3

N
W3 [𝜆′′ ]
[𝜆],[𝜆′ ]

( [
R̃ℓ+ℓ ′+2
[ 𝑗+𝑗 ′−4𝜅 ],[𝜆′′ ]

]
+

[
R̃ℓ+ℓ ′−1
[ 𝑗+𝑗 ′+2𝜅 ],[𝜆′′ ]

] )
.
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Proof. We apply the standard Verlinde formula (5.14b) with ℓ = ℓ ′ = 0, substituting (4.21) and (5.13):(
ℓ ′′, [ 𝑗 ′′], [𝜆′′]

0, [ 𝑗], [𝜆] 0, [ 𝑗 ′], [𝜆′]

)
=

∑︁
[𝜇 ]

SW3
[𝜆],[𝜇 ]S

W3
[𝜆′ ],[𝜇 ]

(
SW3
[𝜆′′ ],[𝜇 ]

)∗
SW3

vac.,[𝜇 ]

(5.18)

·
∑︁
𝑚∈ℤ

e−2𝜋 i( 𝑗+𝑗 ′− 𝑗 ′′−2𝜅ℓ ′′ )𝑚
∫
ℝ/ℤ

e2𝜋 i(ℓ ′′−1/2) (𝑘−𝜅 )2 cos
(
3𝜋 (𝑘 − 𝜅)

)
d[𝑘]

= N
W3 [𝜆′′ ]
[𝜆],[𝜆′ ] 𝛿

(
[ 𝑗 ′′] − [ 𝑗 + 𝑗 ′ − 2𝜅ℓ ′′]

) (
𝛿ℓ ′′,2 + 𝛿ℓ ′′,−1

)
= N

W3 [𝜆′′ ]
[𝜆],[𝜆′ ]

(
𝛿
(
[ 𝑗 ′′] − [ 𝑗 + 𝑗 ′ − 4𝜅]

)
𝛿ℓ ′′,2 + 𝛿

(
[ 𝑗 ′′] − [ 𝑗 + 𝑗 ′ + 2𝜅]

)
𝛿ℓ ′′,−1

)
.

Substituting this result into (5.14a) and applying 𝜎 ℓ+ℓ ′ recovers (5.17). ■

A peculiar feature of (5.17) is the asymmetry in the shifts of the spectral flow indices and 𝐽0-eigenvalues. This is
a consequence of the asymmetry in the vacuum S-matrix entries (5.13) and derives from the fact that we have chosen
an energy-momentum tensor 𝐿̃(𝑧) that treats the conformal weights of 𝐺+ and 𝐺− asymmetrically. As the Grothendieck
fusion rules clearly cannot depend on how we grade our modules, we may use the definition (4.4) of the R̃[ 𝑗 ],[𝜆] to recast
these rules in terms of the Rtw

[ 𝑗 ],[𝜆] :[
𝜎 ℓ

(
Rtw
[ 𝑗 ],[𝜆]

) ]
⊠

[
𝜎 ℓ ′ (Rtw

[ 𝑗 ′ ],[𝜆′ ]
) ]

=
[
R̃
ℓ−1/2
[ 𝑗+𝜅 ],[𝜆]

]
⊠

[
R̃
ℓ ′−1/2
[ 𝑗 ′+𝜅 ],[𝜆′ ]

]
(5.19)

=
∑︁

[𝜆′′ ]∈Γu,3/ℤ3

N
W3 [𝜆′′ ]
[𝜆],[𝜆′ ]

( [
R̃ℓ+ℓ ′+1
[ 𝑗+𝑗 ′−2𝜅 ],[𝜆′′ ]

]
+

[
R̃ℓ+ℓ ′−2
[ 𝑗+𝑗 ′+4𝜅 ],[𝜆′′ ]

] )
=

∑︁
[𝜆′′ ]∈Γu,3/ℤ3

N
W3 [𝜆′′ ]
[𝜆],[𝜆′ ]

( [
𝜎 ℓ+ℓ ′+3/2 (Rtw

[ 𝑗+𝑗 ′−3𝜅 ],[𝜆′′ ]
) ]
+

[
𝜎 ℓ+ℓ ′−3/2 (Rtw

[ 𝑗+𝑗 ′+3𝜅 ],[𝜆′′ ]
) ] )

.

Here, the expected symmetry in the spectral flow indices and 𝐽0-eigenvalues is restored.
Having established the standard-by-standard Grothendieck fusion rules, it is now a matter of straightforward computation

with Corollary 5.2 to compute the remaining fusion rules. For this, we recall that every highest-weight BP(u, 3)-module
is the spectral flow of one whose highest weight corresponds to s = [1,−1, 0].

Corollary 5.6. Let k be admissible with v = 3. Then for all ℓ, ℓ ′ ∈ 1
2ℤ, [ 𝑗 ′] ∈ ℝ/ℤ, r ∈ Pu−3

⩾ , and [𝜆′] ∈ Γu,3/ℤ3, we have
the following Grothendieck fusion rules:

(5.20)
[
H

{
𝑟0 𝑟1 𝑟2
1 −1 0

}ℓ ]
⊠

[
R̃ℓ ′

[ 𝑗 ′ ],[𝜆′ ]
]
=

∑︁
[𝜆′′ ]∈Γu,3/ℤ3

N
W3 [𝜆′′ ]
[Γ (r,0) ],[𝜆′ ]

[
R̃ℓ+ℓ ′
[ 𝑗 (r)+𝑗 ′ ],[𝜆′′ ]

]
.

Proof. Because the standard one-point functions are linearly independent, (5.5) lifts to the following identity in the
Grothendieck group:

(5.21)
[
H

{
𝑟0 𝑟1 𝑟2
1 −1 0

}]
=

∞∑︁
𝑛=0
(−1)𝑛

( [
R̃

{
𝑟1 𝑟2 𝑟0
0 0 0

}9𝑛+1] − [
R̃

{
𝑟0 𝑟1 𝑟2
0 0 0

}9𝑛+4] + [
R̃

{
𝑟2 𝑟0 𝑟1
0 0 0

}9𝑛+7] )
.

As in the proof of Theorem 5.3, we rewrite the standard modules in the form required by the standard-by-standard rules:

(5.22)
[
H

{
𝑟0 𝑟1 𝑟2
1 −1 0

}]
=

∞∑︁
𝑛=0
(−1)𝑛

( [
R̃9𝑛+1
[ 𝑗 (r)−2𝜅 ],[Γ (r,0) ]

]
−

[
R̃9𝑛+4
[ 𝑗 (r)+𝜅−1/2],[Γ (r,0) ]

]
+

[
R̃9𝑛+7
[ 𝑗 (r)+4𝜅 ],[Γ (r,0) ]

] )
.

Substituting into the left-hand side of (5.26) and applying the standard-by-standard rules (5.17), almost every term cancels
and we arrive at the desired answer. ■

A more direct, but less instructive, route to these highest-weight-by-standard Grothendieck fusion rules is to use
Theorems 4.6 and 5.3 to directly apply the standard Verlinde formula (5.14b). The “symmetrised” version of the
Grothendieck fusion rule (5.20) is also easily deduced:

(5.23)
[
𝜎 ℓ

(
H

{
𝑟0 𝑟1 𝑟2
1 −1 0

})]
⊠

[
𝜎 ℓ ′ (Rtw

[ 𝑗 ′ ],[𝜆′ ]
) ]

=
∑︁

[𝜆′′ ]∈Γu,3/ℤ3

N
W3 [𝜆′′ ]
[Γ (r,0) ],[𝜆′ ]

[
𝜎 ℓ+ℓ ′ (Rtw

[ 𝑗 (r)+𝑗 ′ ],[𝜆′′ ]
) ]
.
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For the highest-weight-by-highest-weight rules, it will be useful to recall from Theorem A.6 that W3 (u, 3) fusion
coefficients may be expressed in terms of fusion coefficients for the rational 𝔰𝔩3 minimal model A2 (u, 1) = Lu−3 (𝔰𝔩3):

(5.24) N
W3 [𝜆′′ ]
[𝜆],[𝜆′ ] = Nu−3 r′′

r,r′ .

Here, we should choose representatives 𝜆 ∈ [𝜆] so that r = [𝑟1, 𝑟2] ∈ Q, the root lattice of 𝔰𝔩3 (and similarly for the primed
representatives). Since

(5.25) ∇(r) − r = u𝜔1 mod Q,

u ∉ 3ℤ implies that such representatives always exist and are unique.

Corollary 5.7. Let k be admissible with v = 3. Then for all ℓ, ℓ ′ ∈ 1
2ℤ and all r, r′ ∈ Pu−3

⩾ , we have the following
Grothendieck fusion rules:

(5.26)
[
H

{
𝑟0 𝑟1 𝑟2
1 −1 0

}ℓ ]
⊠

[
H

{
𝑟 ′0 𝑟 ′1 𝑟 ′2
1 −1 0

}ℓ ′ ]
=

∑︁
r′′∈Pu−3

⩾

Nu−3 r′′
r,r′

[
H

{
𝑟 ′′0 𝑟 ′′1 𝑟 ′′2
1 −1 0

}ℓ+ℓ ′ ]
.

Proof. This time, we substitute the primed version of (5.22) and apply (5.20) to get

(5.27)
[
H

{
𝑟0 𝑟1 𝑟2
1 −1 0

}ℓ ]
⊠

[
H

{
𝑟 ′0 𝑟 ′1 𝑟 ′2
1 −1 0

}ℓ ′ ]
=

∑︁
[Γ (r′′,0) ]

N
W3 [Γ (r′′,0) ]
[Γ (r,0) ],[Γ (r′,0) ]

·
∞∑︁
𝑛=0
(−1)𝑛

( [
R̃9𝑛+1
[ 𝑗 (r)+𝑗 (r′ )−2𝜅 ],[Γ (r′′,0) ]

]
−

[
R̃9𝑛+4
[ 𝑗 (r)+𝑗 (r′ )+𝜅−1/2],[Γ (r′′,0) ]

]
+

[
R̃9𝑛+7
[ 𝑗 (r)+𝑗 (r′ )+4𝜅 ],[Γ (r′′,0) ]

] )
.

We therefore have to show that for each [Γ(r′′, 0)] ∈ Γu,3/ℤ3, the sum over 𝑛 is
[
H

{
𝑟 ′′0 𝑟 ′′1 𝑟 ′′2
1 −1 0

}]
for some unique r′′ ∈ Pu−3

⩾ .
There are of course only three candidates for r′′ as the ℤ3-orbit is fixed. However, they are further constrained by requiring
that [ 𝑗 (r′′)] = [ 𝑗 (r) + 𝑗 (r′)].

To show that this constraint picks exactly one representative of the ℤ3-orbit, recall from (5.7) that 𝑗 (r) ∈ 1
3ℤ. On the

other hand, an easy calculation gives 𝑗
(
∇(r)

)
− 𝑗 (r) ∈ ℤ + u

3 . Since u ∉ 3ℤ, it follows that the three elements of the
ℤ3-orbit have distinct charges modulo 1. There thus exists a unique r′′ that corresponds to a weight in the required ℤ3-orbit
and satisfies [ 𝑗 (r′′)] = [ 𝑗 (r) + 𝑗 (r′)].

It only remains to replace the W3 (u, 3) fusion coefficients in (5.27) by A2 (u, 1) ones. We may choose the representative
r′′ to satisfy r′′ ∈ Q, but we cannot assume that r or r′ satisfy the analogous constraints. Thus, (A.26) gives

(5.28) N
W3 [Γ (r′′,0) ]
[Γ (r,0) ],[Γ (r′,0) ] = Nu−3 r′′

∇𝑚 (r),∇𝑛 (r′ ) = N
u−3 ∇−𝑚−𝑛 (r′′ )
r,r′ ,

for some 𝑚,𝑛 ∈ ℤ3. This fusion coefficient is zero unless r + r′ − ∇−𝑚−𝑛 (r′′) ∈ Q, by the Kac–Walton formula (A.24). It
can therefore be nonzero for at most one −𝑚 − 𝑛 ∈ ℤ3, by (5.25). We may therefore replace the sum in (5.27) by one over
all r′′ ∈ Pu−3

⩾ , dropping the constraint [ 𝑗 (r′′)] = [ 𝑗 (r) + 𝑗 (r′)], because the A2 (u, 1) fusion coefficient vanishes when this
constraint is not met. ■

To illustrate this result, we compute the Grothendieck fusion of H
{ 0 u−3 0

1 −1 0
}

with another highest-weight module. Let
0 = [u − 3, 0, 0], so that [0, u − 3, 0] = ∇(0). (5.26) and (A.26) now give[

H
{ 0 u−3 0

1 −1 0
}]
⊠

[
H

{
𝑟 ′0 𝑟 ′1 𝑟 ′2
1 −1 0

}]
=

∑︁
r′′∈Pu−3

⩾

Nu−3 r′′
∇(0),r′

[
H

{
𝑟 ′′0 𝑟 ′′1 𝑟 ′′2
1 −1 0

}]
=

∑︁
r′′∈Pu−3

⩾

N
u−3 ∇−1 (r′′ )
0,r′

[
H

{
𝑟 ′′0 𝑟 ′′1 𝑟 ′′2
1 −1 0

}]
(5.29)

=
∑︁

r′′∈Pu−3
⩾

𝛿r′′,∇(r′ )
[
H

{
𝑟 ′′0 𝑟 ′′1 𝑟 ′′2
1 −1 0

}]
=

[
H

{
𝑟 ′2 𝑟 ′0 𝑟 ′1
1 −1 0

}]
.

This, and another nearly identical calculation for H
{ 0 0 u−3

1 −1 0
}
, proves the following proposition.

Proposition 5.8. Let k be admissible with v = 3. Then, H
{ 0 u−3 0

1 −1 0
}

and H
{ 0 0 u−3

1 −1 0
}

are simple currents of order 3,
inverse to one another. Their highest weights (with respect to 𝐽0 and 𝐿0) are

(5.30) ( 𝑗,Δ) = (+ u−3
3 , u−3

2 ) and ( 𝑗,Δ) = (− u−3
3 , u−3

2 ),

respectively.
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Another consequence of (5.26) is the following interesting identification, similar to that noted for nondegenerate-
admissible-level 𝔰𝔩2 minimal models in [13, Thm. 16].

Proposition 5.9. Let k be admissible with v = 3. Then, the fusion subring of BP(u, 3)-modules generated by the
H

{
𝑟0 𝑟1 𝑟2
1 −1 0

}
∈ Σu,3, is isomorphic to the fusion ring of the affine vertex operator algebra Lu−3 (𝔰𝔩3).

Proof. By (5.26), the Grothendieck fusion subring generated by the
[
H

{
𝑟0 𝑟1 𝑟2
1 −1 0

}]
is clearly isomorphic to the fusion ring

of Lu−3 (𝔰𝔩3). An isomorphism consists of identifying H
{
𝑟0 𝑟1 𝑟2
1 −1 0

}
with the simple highest-weight A2 (u, 1)-module Lr

whose highest weight is r = [𝑟0, 𝑟1, 𝑟2]. To show that this gives an isomorphism of fusion rings, we only need to show that
the H

{
𝑟0 𝑟1 𝑟2
1 −1 0

}
generate a semisimple fusion subring.

For this, consider the Grothendieck fusion rules (5.26) in which r = [u − 4, 1, 0]. The A2 (u, 1) fusion coefficients that
appear may be computed using the Kac–Walton formula (A.24):

(5.31) L[u−4,1,0] × L[𝑟 ′0,𝑟 ′1,𝑟 ′2 ] ≃ L[𝑟 ′0−1,𝑟 ′1+1,𝑟
′
2 ] ⊕ L[𝑟 ′0+1,𝑟

′
1,𝑟
′
2−1] ⊕ L[𝑟 ′0,𝑟

′
1−1,𝑟 ′2+1] .

Here, the modules appearing on the right-hand side are understood to be 0 if the 𝑟 -labels do not define a weight in Pu−3
⩾ .

It follows that

(5.32)
[
H

{ u−4 1 0
1 −1 0

}]
⊠

[
H

{
𝑟 ′0 𝑟 ′1 𝑟 ′2
1 −1 0

}]
=

[
H

{
𝑟 ′0−1 𝑟 ′1+1 𝑟 ′2

1 −1 0

}]
+

[
H

{
𝑟 ′0+1 𝑟 ′1 𝑟 ′2−1

1 −1 0

}]
+

[
H

{
𝑟 ′0 𝑟 ′1−1 𝑟 ′2+1
1 −1 0

}]
,

with the same proviso on the modules if the 𝑟 -labels fall outside of Pu−3
⩾ .

We now verify that the 𝐿̃0-eigenvalues of the highest-weight vectors of any two of the modules appearing on the
right-hand side differ by nonintegers. These modules therefore admit no nonsplit extensions, hence (5.32) lifts to the
genuine fusion rule

(5.33) H
{ u−4 1 0

1 −1 0
}
×H

{
𝑟 ′0 𝑟 ′1 𝑟 ′2
1 −1 0

}
≃ H

{
𝑟 ′0−1 𝑟 ′1+1 𝑟 ′2

1 −1 0

}
⊕H

{
𝑟 ′0+1 𝑟 ′1 𝑟 ′2−1

1 −1 0

}
⊕H

{
𝑟 ′0 𝑟 ′1−1 𝑟 ′2+1
1 −1 0

}
.

This conclusion also holds for r = [u− 4, 0, 1]. The proof is then completed by noting that H
{ u−4 1 0

1 −1 0
}

and H
{ u−4 0 1

1 −1 0
}

generate the desired fusion subring of BP(u, 3), proving that this subring is semisimple. ■

5.3. Examples: BP(4, 3) and BP(5, 3). We conclude our study of the v = 3 Bershadsky–Polyakov minimal models by
revisiting two of the examples that we discussed in [1].

5.3.1. BP(4, 3). This case was first analysed in [54], where it was identified as the ℤ3-orbifold of the bosonic ghost system.
Our approach is in many respects the opposite of theirs. The corresponding minimal model BP(4, 3) has level k = − 5

3 and
central charge cBP

4,3 = −1 with respect to the conformal vector 𝐿. Here, there are 9 untwisted highest-weight modules that
are arranged into 3 spectral flow orbits as follows:

(5.34)

· · · 𝜎−→ H
{ 1 0 0

0 −1 1
} 𝜎−→ H

{ 0 1 0
1 −1 0

} 𝜎−→ H
{ 0 0 1

0 0 0
} 𝜎−→ · · · ,

· · · 𝜎−→ H
{ 0 0 1

0 −1 1
} 𝜎−→ H

{ 1 0 0
1 −1 0

} 𝜎−→ H
{ 0 1 0

0 0 0
} 𝜎−→ · · · ,

· · · 𝜎−→ H
{ 0 1 0

0 −1 1
} 𝜎−→ H

{ 0 0 1
1 −1 0

} 𝜎−→ H
{ 1 0 0

0 0 0
} 𝜎−→ · · · .

The corresponding highest weights ( 𝑗,Δ) are easily computed using Theorem 2.3:

(5.35)

· · · 𝜎−→ ( 4
9 ,

1
9 )

𝜎−→ ( 1
3 ,

1
2 )

𝜎−→ (− 7
9 ,

5
18 )

𝜎−→ · · · ,

· · · 𝜎−→ ( 1
9 ,−

1
18 )

𝜎−→ (0, 0) 𝜎−→ (− 1
9 ,−

1
18 )

𝜎−→ · · · ,

· · · 𝜎−→ ( 7
9 ,

5
18 )

𝜎−→ (− 1
3 ,

1
2 )

𝜎−→ (− 4
9 ,

1
9 )

𝜎−→ · · · .

The vacuum module and simple currents are Hk𝜔0 = H
{ 1 0 0

1 −1 0
}
, H

{ 0 1 0
1 −1 0

}
and H

{ 0 0 1
1 −1 0

}
. This information completely

determines the fusion rules of the highest-weight modules, for example

(5.36) H
{ 1 0 0

0 −1 1
}
×H

{ 1 0 0
0 0 0

}
≃ 𝜎−1 (H{ 0 1 0

1 −1 0
})
× 𝜎

(
H

{ 0 0 1
1 −1 0

})
≃ H

{ 0 1 0
1 −1 0

}
×H

{ 0 0 1
1 −1 0

}
≃ H

{ 1 0 0
1 −1 0

}
.

We turn next to the (twisted) relaxed highest-weight BP(4, 3)-modules Rtw
[ 𝑗 ],[𝜆] , where [𝜆] ∈ Γ4,3/ℤ3 and [ 𝑗] ∈ ℝ/ℤ.

As Γ4,3/ℤ3 has only one element (W3 (4, 3) ≃ ℂ), we shall simplify the notation by dropping the dependence on [𝜆]:
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Rtw
[ 𝑗 ] ≡ Rtw

[ 𝑗 ],[𝜆] . The condition on [ 𝑗] for Rtw
[ 𝑗 ] to be simple is 𝑗 ≠ 1

6 ,
1
2 ,

5
6 (mod 1), by Theorem 2.4. When 𝑗 assumes one

of these values, Rtw
[ 𝑗 ] is nonsemisimple with 𝐺−0 acting injectively.

As every highest-weight BP(4, 3)-module is the spectral flow of the vacuum module or a simple current, the “highest-
weight by relaxed” Grothendieck fusion rules are fixed by computing

(5.37)
[
H

{ 0 1 0
1 −1 0

}]
⊠

[
Rtw
[ 𝑗 ′ ]

]
=

[
Rtw
[ 𝑗 ′+u/3]

]
,

using (5.23). Note that if the relaxed module on the left-hand side is simple, then so is that on the right. We therefore
obtain the following fusion rule:

(5.38) H
{ 0 1 0

1 −1 0
}
× Rtw

[ 𝑗 ′ ] ≃ Rtw
[ 𝑗 ′+u/3], 𝑗 ′ ∉ 1

3ℤ +
1
6 .

Somewhat more interesting are the “relaxed by relaxed” rules. Specialising (5.19) results in

(5.39)
[
Rtw
[ 𝑗 ]

]
⊠

[
Rtw
[ 𝑗 ′ ]

]
=

[
𝜎3/2 (Rtw

[ 𝑗+𝑗 ′+1/6]
) ]
+

[
𝜎−3/2 (Rtw

[ 𝑗+𝑗 ′−1/6]
) ]
.

Comparing conformal weights for the summands on the right-hand side, using (2.7) and Theorem 2.4, we conclude that
the corresponding fusion product is generically semisimple:

(5.40) Rtw
[ 𝑗 ] × R

tw
[ 𝑗 ′ ] ≃ 𝜎3/2 (Rtw

[ 𝑗+𝑗 ′+1/6]
)
⊕ 𝜎−3/2 (Rtw

[ 𝑗+𝑗 ′−1/6]
)
, 𝑗 + 𝑗 ′ ∉ 1

3ℤ.

When 𝑗 + 𝑗 ′ ∈ 1
3ℤ, we conjecture that the fusion product is nonsemisimple. In fact, we expect that the results are staggered

BP(4, 3)-modules that serve as projective covers of the vacuum module and the simple currents. Exploring this conjecture
is however well beyond the scope of this investigation.

The simple current extension of BP(4, 3) corresponding to H
{ 0 1 0

1 −1 0
}

and H
{ 0 0 1

1 −1 0
}

is the vertex operator algebra B
whose vacuum module decomposes as

(5.41) B = H
{ 0 1 0

1 −1 0
}
⊕H

{ 1 0 0
1 −1 0

}
⊕H

{ 0 0 1
1 −1 0

}
.

It is easy to check that the field 𝛽 (𝑧) of weight ( 1
3 ,

1
2 ) and the field 𝛾 (𝑧) of weight (− 1

3 ,
1
2 ) generate a copy of the bosonic

ghosts vertex operator algebra in B. In fact, as the generating fields of BP(4, 3) can be expressed in terms of 𝛽 and 𝛾 , see
[1, Eq. (5.7)] for example, B is the bosonic ghosts vertex operator algebra.

Note that the simple current orbits

(5.42) H
{ 1 0 0

0 −1 1
}
⊕H

{ 0 0 1
0 −1 1

}
⊕H

{ 0 1 0
0 −1 1

}
and H

{ 0 0 1
0 0 0

}
⊕H

{ 0 1 0
0 0 0

}
⊕H

{ 1 0 0
0 0 0

}
are not B-modules as they are not 1

2ℤ-graded by conformal weight. Indeed, an easy calculation shows that 𝜎 ℓ
(
B
)

is an
untwisted B-module (is 1

2ℤ-graded) if ℓ ∈ 3ℤ and is a twisted B-module (is ℤ-graded) if ℓ ∈ 3(ℤ + 1
2 ). This reflects the

fact that the natural unit of ghost spectral flow is 𝜎3, not 𝜎 .
To obtain additional B-modules, we consider the spectral flow orbit of the twisted relaxed highest-weight BP(4, 3)-

modules. Indeed,

(5.43) B⟦𝑗⟧ = Rtw
[ 𝑗−1/3] ⊕ Rtw

[ 𝑗 ] ⊕ Rtw
[ 𝑗+1/3], ⟦ 𝑗⟧ ∈ ℝ

/ 1
3ℤ,

is such an orbit, by (5.38), and conformal weight considerations show that it is a simple twisted B-module for all ⟦ 𝑗⟧ ≠ ⟦ 1
6⟧.

Fusion rules for these B-modules may be obtained from the BP(4, 3) fusion rules by induction [10], see also [55].
Those involving the simple current extension B (and its spectral flows) are obvious, so we compute only

(5.44) B⟦𝑗⟧ ×B⟦𝑗 ′⟧ ≃ 𝜎3/2 (B⟦𝑗+𝑗 ′+1/6⟧) ⊕ 𝜎−3/2 (B⟦𝑗+𝑗 ′−1/6⟧
)
, ⟦ 𝑗 + 𝑗 ′⟧ ≠ ⟦0⟧.

This fusion rule is of course identical, up to rescaling charges and spectral flow indices by a factor of 3, to the bosonic
ghosts fusion rule computed in [15, App. A], see also [25, 26].

5.3.2. BP(5, 3). The next least complicated example has k = − 4
3 and cBP

5,3 = 3
5 . This minimal model has 18 simple

untwisted highest-weight modules, arranged into 6 spectral flow orbits. In addition to these, there are two families of
twisted relaxed highest-weight modules:

(5.45) Rtw
[ 𝑗 ]

{ 2 0 0
0 0 0

}
, and Rtw

[ 𝑗 ]
{ 1 1 0

0 0 0
}
.
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The elements of both families are simple unless 𝑗 = 1
6 ,

1
2 ,

5
6 (mod 1). The conformal weights of the relaxed highest-weight

vectors are 1
8 and − 3

40 , respectively.
It was conjectured in [1] that the modules H

{ 0 2 0
1 −1 0

}
and H

{ 0 0 2
1 −1 0

}
are simple currents of order 3, despite not being

spectral flows of the vacuum module H
{ 2 0 0

1 −1 0
}
. This conjecture is now confirmed by Proposition 5.8. The consequent

simple current extension

(5.46) C = H
{ 0 2 0

1 −1 0
}
⊕H

{ 2 0 0
1 −1 0

}
⊕H

{ 0 0 2
1 −1 0

}
was then noted to be isomorphic to the minimal quantum hamiltonian reduction of L−3/2 (𝔤2).

Up to spectral flow and simple currents, there are thus two representative highest-weight BP(5, 3)-modules which we
may choose to be the vacuum module and H

{ 1 1 0
1 −1 0

}
. As far as highest-weight modules go, it is therefore enough to give

the fusion rule for the latter with itself:

(5.47) H
{ 1 1 0

1 −1 0
}
×H

{ 1 1 0
1 −1 0

}
≃ H

{ 0 2 0
1 −1 0

}
⊕H

{ 1 0 1
1 −1 0

}
.

Here, it is helpful to recall the well known fusion rules of the Virasoro minimal model M(2, 5) which is isomorphic to
W3 (5, 3). Similarly, it is enough to specify two highest-weight-by-relaxed fusion rules, namely

(5.48)
H

{ 1 1 0
1 −1 0

}
× Rtw

[ 𝑗 ′ ]
{ 2 0 0

0 0 0
}
≃ Rtw

[ 𝑗 ′+1/3]
{ 1 1 0

0 0 0
}

and H
{ 1 1 0

1 −1 0
}
× Rtw

[ 𝑗 ]
{ 1 1 0

0 0 0
}
≃ Rtw

[ 𝑗 ′+1/3]
{ 2 0 0

0 0 0
}
⊕ Rtw

[ 𝑗 ′+1/3]
{ 1 1 0

0 0 0
}
,

𝑗 ′ ∉ 1
3ℤ +

1
6 ,

and three relaxed-by-relaxed rules:

(5.49)

Rtw
[ 𝑗 ]

{ 2 0 0
0 0 0

}
× Rtw

[ 𝑗 ′ ]
{ 2 0 0

0 0 0
}
≃ Rtw

[ 𝑗+𝑗 ′−1/6]
{ 2 0 0

0 0 0
}3/2 ⊕ Rtw

[ 𝑗+𝑗 ′+1/6]
{ 2 0 0

0 0 0
}−3/2

,

Rtw
[ 𝑗 ]

{ 2 0 0
0 0 0

}
× Rtw

[ 𝑗 ′ ]
{ 1 1 0

0 0 0
}
≃ Rtw

[ 𝑗+𝑗 ′−1/6]
{ 1 1 0

0 0 0
}3/2 ⊕ Rtw

[ 𝑗+𝑗 ′+1/6]
{ 1 1 0

0 0 0
}−3/2

,

Rtw
[ 𝑗 ]

{ 1 1 0
0 0 0

}
× Rtw

[ 𝑗 ′ ]
{ 1 1 0

0 0 0
}
≃ Rtw

[ 𝑗+𝑗 ′−1/6]
{ 2 0 0

0 0 0
}3/2 ⊕ Rtw

[ 𝑗+𝑗 ′−1/6]
{ 1 1 0

0 0 0
}3/2

⊕ Rtw
[ 𝑗+𝑗 ′+1/6]

{ 2 0 0
0 0 0

}−3/2 ⊕ Rtw
[ 𝑗+𝑗 ′+1/6]

{ 1 1 0
0 0 0

}−3/2
.

𝑗 + 𝑗 ′ ∉ 1
3ℤ.

For completeness, we briefly report the easily derived fusion rules of the simple current extension C. Let

(5.50)

C = H
{ 1 1 0

1 −1 0
}
⊕H

{ 0 1 1
1 −1 0

}
⊕H

{ 1 0 1
1 −1 0

}
,

C⟦𝑗⟧
{ 2 0 0

0 0 0
}
= Rtw

[ 𝑗−1/3]
{ 2 0 0

0 0 0
}
⊕ Rtw

[ 𝑗 ]
{ 2 0 0

0 0 0
}
⊕ Rtw

[ 𝑗+1/3]
{ 2 0 0

0 0 0
}

and C⟦𝑗⟧
{ 1 1 0

0 0 0
}
= Rtw

[ 𝑗−1/3]
{ 1 1 0

0 0 0
}
⊕ Rtw

[ 𝑗 ]
{ 1 1 0

0 0 0
}
⊕ Rtw

[ 𝑗+1/3]
{ 1 1 0

0 0 0
}
.

As before, ⟦ 𝑗⟧ ∈ ℝ
/ 1

3ℤ and the C⟦𝑗⟧
{ 2 0 0

0 0 0
}

and C⟦𝑗⟧
{ 1 1 0

0 0 0
}

are simple (and relaxed) C-modules unless ⟦ 𝑗⟧ = ⟦ 1
6⟧. The

fusion rules are then

C × C ≃ C ⊕ C,(5.51a)

C × C⟦𝑗⟧
{ 2 0 0

0 0 0
}
≃ C⟦𝑗⟧

{ 1 1 0
0 0 0

}
, C × C⟦𝑗⟧

{ 1 1 0
0 0 0

}
≃ C⟦𝑗⟧

{ 2 0 0
0 0 0

}
⊕ C⟦𝑗⟧

{ 1 1 0
0 0 0

}
, ⟦ 𝑗⟧ ≠ ⟦ 1

6⟧,(5.51b)

and

(5.51c)

C⟦𝑗⟧
{ 2 0 0

0 0 0
}
× C⟦𝑗 ′⟧

{ 2 0 0
0 0 0

}
≃ C⟦𝑗+𝑗 ′−1/6⟧

{ 2 0 0
0 0 0

}3/2 ⊕ C⟦𝑗+𝑗 ′+1/6⟧
{ 2 0 0

0 0 0
}−3/2

,

C⟦𝑗⟧
{ 2 0 0

0 0 0
}
× C⟦𝑗 ′⟧

{ 1 1 0
0 0 0

}
≃ C⟦𝑗+𝑗 ′−1/6⟧

{ 1 1 0
0 0 0

}3/2 ⊕ C⟦𝑗+𝑗 ′+1/6⟧
{ 1 1 0

0 0 0
}−3/2

,

C⟦𝑗⟧
{ 1 1 0

0 0 0
}
× C⟦𝑗 ′⟧

{ 1 1 0
0 0 0

}
≃ C⟦𝑗+𝑗 ′−1/6⟧

{ 2 0 0
0 0 0

}3/2 ⊕ C⟦𝑗+𝑗 ′−1/6⟧
{ 1 1 0

0 0 0
}3/2

⊕ C⟦𝑗+𝑗 ′+1/6⟧
{ 2 0 0

0 0 0
}−3/2 ⊕ C⟦𝑗+𝑗 ′+1/6⟧

{ 1 1 0
0 0 0

}−3/2
,

⟦ 𝑗 + 𝑗 ′⟧ ≠ ⟦0⟧.

6. General Bershadsky–Polyakov minimal models

We now turn to the generalisation of our v = 3 modularity results to v > 3. As mentioned previously, one difficulty
is the presence of type-1 and -2 highest-weight modules: for v > 3, there are always highest-weight modules of every
type. However, the same strategy as before, constructing resolutions that express the one-point functions of the highest-
weight modules in terms of those of the standard modules, still enables the computation of modular transformations and
(Grothendieck) fusion rules. However, the technical complexity of the computations increases considerably and so we
shall not be exhaustive in our investigations.
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6.1. Resolutions. We begin by generalising the type-3 resolutions of Proposition 5.1 to all types. Since spectral flow
is an exact functor, it suffices to choose a representative highest-weight BP(u, v)-module in each orbit. We therefore
take Γ(r, s) ∈ Σu,v to be as in Corollary 2.8, thus the leftmost in its orbit (as pictured in Figure 1). Then, 𝑠2 ≠ 0 and
Proposition 2.10 gives the following short exact sequence:

(6.1) 0 −→ H
{ 𝑟0 𝑟1 𝑟2
𝑠0 𝑠1+1 𝑠2−1

}1 −→ R̃
{ 𝑟0 𝑟1 𝑟2
𝑠0 𝑠1+1 𝑠2−1

}
−→ H(r, s) −→ 0.

Note that H
{ 𝑟0 𝑟1 𝑟2
𝑠0 𝑠1+1 𝑠2−1

}
is rightmost in its orbit. As long as 𝑠2 ≠ 1, it is type-1 and thus also leftmost. We may therefore

splice (6.1) with the corresponding sequence for H
{ 𝑟0 𝑟1 𝑟2
𝑠0 𝑠1+1 𝑠2−1

}1 and repeat until the 𝑠2 label has decreased to 0 (and the
highest-weight module is no longer type-1). The result is the exact sequence

(6.2) 0→ H
{ 𝑟0 𝑟1 𝑟2
𝑠0 𝑠1+𝑠2 0

}𝑠2 → R̃
{ 𝑟0 𝑟1 𝑟2
𝑠0 𝑠1+𝑠2 0

}𝑠2−1 → · · · → R̃
{ 𝑟0 𝑟1 𝑟2
𝑠0 𝑠1+2 𝑠2−2

}1 → R̃
{ 𝑟0 𝑟1 𝑟2
𝑠0 𝑠1+1 𝑠2−1

}
→ H(r, s) → 0.

Resolving highest-weight modules therefore reduces to resolving those with 𝑠2 = 0.
Comparing again with Figure 1, we see that H

{ 𝑟0 𝑟1 𝑟2
𝑠0 𝑠1+𝑠2 0

}
= H

{ 𝑟0 𝑟1 𝑟2
𝑠0 v−3−𝑠0 0

}
is type-2, if 𝑠0 ≠ 0, and type-3, if 𝑠0 = 0.

Being rightmost in its orbit, this module is therefore obtained from the leftmost by applying one or two units of spectral
flow, respectively. Appealing to Proposition 2.6, we have

(6.3) H
{ 𝑟0 𝑟1 𝑟2
𝑠0 𝑠1+𝑠2 0

}𝑠2 ≃

H

{ 𝑟1 𝑟2 𝑟0
v−2−𝑠0 −1 𝑠0

}𝑠2+1 if 𝑠0 ≠ 0,

H
{
𝑟2 𝑟0 𝑟1
0 −1 v−2

}𝑠2+2 if 𝑠0 = 0.

These are now leftmost in their orbits, hence we can iteratively splice versions of (6.2) to obtain the desired resolution.
Clearly, if we start with 𝑠0 = 0, then all the sequences (6.2) to be spliced together will have 𝑠0 = 0 and the resolutions

will only involve type-1 and type-3 highest weights. If we start with 𝑠0 ≠ 0, then the sequences being spliced will likewise
all have 𝑠0 ≠ 0 because H(r, s) was chosen to be leftmost in its orbit and so we cannot have 𝑠0 = v − 2. In this case, the
resolutions will only involve type-1 and type-2 highest weights.

We first record the type-3 resolution obtained when 𝑠0 = 0.

Proposition 6.1. Let k be nondegenerate-admissible. Then, the BP(u, v)-module H
{ 𝑟0 𝑟1 𝑟2

0 𝑠1 𝑠2

}
(chosen as in Figure 1 to be

leftmost in its spectral flow orbit) is resolved by the nonsimple standard modules as follows:

· · · −→ R̃
{
𝑟0 𝑟1 𝑟2
0 v−3 0

}𝑠2−1+3v −→ · · · −→ R̃
{
𝑟0 𝑟1 𝑟2
0 1 v−4

}𝑠2+3+2v −→ R̃
{
𝑟0 𝑟1 𝑟2
0 0 v−3

}𝑠2+2+2v(6.4)

−→ R̃
{
𝑟1 𝑟2 𝑟0
0 v−3 0

}𝑠2−1+2v −→ · · · −→ R̃
{
𝑟1 𝑟2 𝑟0
0 1 v−4

}𝑠2+3+v −→ R̃
{
𝑟1 𝑟2 𝑟0
0 0 v−3

}𝑠2+2+v

−→ R̃
{
𝑟2 𝑟0 𝑟1
0 v−3 0

}𝑠2−1+v −→ · · · −→ R̃
{
𝑟2 𝑟0 𝑟1
0 1 v−4

}𝑠2+3 −→ R̃
{
𝑟2 𝑟0 𝑟1
0 0 v−3

}𝑠2+2

−→ R̃
{
𝑟0 𝑟1 𝑟2
0 v−3 0

}𝑠2−1 −→ · · · −→ R̃
{ 𝑟0 𝑟1 𝑟2

0 𝑠1+2 𝑠2−2
}1 −→ R̃

{ 𝑟0 𝑟1 𝑟2
0 𝑠1+1 𝑠2−1

}
−→ H

{ 𝑟0 𝑟1 𝑟2
0 𝑠1 𝑠2

}
−→ 0.

It is easy to check that this reduces to the first resolution of Proposition 5.1 when v = 3. Note that a resolution for vacuum
module Hk𝜔0 = H

{ u−3 0 0
v−2 −1 0

}
= H

{ 0 0 u−3
0 −1 v−2

}1 follows from (6.4) since spectral flow is exact.
The resolution for 𝑠0 ≠ 0 is somewhat more complicated and has no v = 3 analogue.

Proposition 6.2. Let k be nondegenerate-admissible with v > 3 and suppose that 𝑠0 ≠ 0. Then, the BP(u, v)-module
H(r, s) (chosen as in Figure 1 to be leftmost in its spectral flow orbit) is resolved by the nonsimple standard modules as
follows:

· · · −→ R̃
{ 𝑟0 𝑟1 𝑟2
𝑠0 v−3−𝑠0 0

}3v+𝑠2−1 −→ · · · −→ R̃
{ 𝑟0 𝑟1 𝑟2
𝑠0 1 v−4−𝑠0

}3v−𝑠1 −→ R̃
{ 𝑟0 𝑟1 𝑟2
𝑠0 0 v−3−𝑠0

}3v−𝑠1−1(6.5)

−→ R̃
{ 𝑟2 𝑟0 𝑟1

v−2−𝑠0 𝑠0−1 0
}3v−𝑠1−3 −→ · · · −→ R̃

{ 𝑟2 𝑟0 𝑟1
v−2−𝑠0 1 𝑠0−2

}2v+𝑠2+2 −→ R̃
{ 𝑟2 𝑟0 𝑟1

v−2−𝑠0 0 𝑠0−1
}2v+𝑠2+1

−→ R̃
{ 𝑟1 𝑟2 𝑟0
𝑠0 v−3−𝑠0 0

}2v+𝑠2−1 −→ · · · −→ R̃
{ 𝑟1 𝑟2 𝑟0
𝑠0 1 v−4−𝑠0

}2v−𝑠1 −→ R̃
{ 𝑟1 𝑟2 𝑟0
𝑠0 0 v−3−𝑠0

}2v−𝑠1−1

−→ R̃
{ 𝑟0 𝑟1 𝑟2

v−2−𝑠0 𝑠0−1 0
}2v−𝑠1−3 −→ · · · −→ R̃

{ 𝑟0 𝑟1 𝑟2
v−2−𝑠0 1 𝑠0−2

}v+𝑠2+2 −→ R̃
{ 𝑟0 𝑟1 𝑟2

v−2−𝑠0 0 𝑠0−1
}v+𝑠2+1

−→ R̃
{ 𝑟2 𝑟0 𝑟1
𝑠0 v−3−𝑠0 0

}v+𝑠2−1 −→ · · · −→ R̃
{ 𝑟2 𝑟0 𝑟1
𝑠0 1 v−4−𝑠0

}v−𝑠1 −→ R̃
{ 𝑟2 𝑟0 𝑟1
𝑠0 0 v−3−𝑠0

}v−𝑠1−1

−→ R̃
{ 𝑟1 𝑟2 𝑟0

v−2−𝑠0 𝑠0−1 0
}v−𝑠1−3 −→ · · · −→ R̃

{ 𝑟1 𝑟2 𝑟0
v−2−𝑠0 1 𝑠0−2

}𝑠2+2 −→ R̃
{ 𝑟1 𝑟2 𝑟0

v−2−𝑠0 0 𝑠0−1
}𝑠2+1

−→ R̃
{ 𝑟0 𝑟1 𝑟2
𝑠0 v−3−𝑠0 0

}𝑠2−1 −→ · · · −→ R̃
{ 𝑟0 𝑟1 𝑟2
𝑠0 𝑠1+2 𝑠2−2

}1 −→ R̃
{ 𝑟0 𝑟1 𝑟2
𝑠0 𝑠1+1 𝑠2−1

}
−→ H(r, s) −→ 0.
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Happily, the resolution (6.4) may be recovered from (6.5) by setting 𝑠0 = 0 (and thus deleting every second line).
With these resolutions, one-point functions for highest-weight BP(u, v)-modules and their spectral flows are easy to

write down as alternating sums of characters of nonsimple standard modules.

Corollary 6.3. For k nondegenerate-admissible, the one-point function of H(r, s) (chosen as in Figure 1 to be leftmost in
its spectral flow orbit) is given by

(6.6) c̃h
[
H(r, s)

]
=

𝑠2−1∑︁
𝑚=0
(−1)𝑚 c̃h

[
R̃

{ 𝑟0 𝑟1 𝑟2
𝑠0 𝑠1+𝑚+1 𝑠2−𝑚−1

}𝑚]
+
∞∑︁
𝑛=0

𝑠0−1∑︁
𝑚=0
(−1)𝑠2+𝑚+𝑛v

(
c̃h

[
R̃

{ 𝑟1 𝑟2 𝑟0
v−2−𝑠0 𝑚 𝑠0−𝑚−1

}𝑚+3𝑛v+𝑠2+1] + (−1)v c̃h
[
R̃

{ 𝑟0 𝑟1 𝑟2
v−2−𝑠0 𝑚 𝑠0−𝑚−1

}𝑚+(3𝑛+1)v+𝑠2+1]
+ c̃h

[
R̃

{ 𝑟2 𝑟0 𝑟1
v−2−𝑠0 𝑚 𝑠0−𝑚−1

}𝑚+(3𝑛+2)v+𝑠2+1] ) − ∞∑︁
𝑛=1

v−3−𝑠0∑︁
𝑚=0
(−1)𝑠1+𝑚+𝑛v

(
c̃h

[
R̃

{ 𝑟2 𝑟0 𝑟1
𝑠0 𝑚 v−3−𝑠0−𝑚

}𝑚+(3𝑛−2)v−𝑠1−1]
+(−1)v c̃h

[
R̃

{ 𝑟1 𝑟2 𝑟0
𝑠0 𝑚 v−3−𝑠0−𝑚

}𝑚+(3𝑛−1)v−𝑠1−1] + c̃h
[
R̃

{ 𝑟0 𝑟1 𝑟2
𝑠0 𝑚 v−3−𝑠0−𝑚

}𝑚+3𝑛v−𝑠1−1] )
.

This rather formidable formula simplifies somewhat for type-3 modules. As in the previous section, we shall find it
convenient to choose the middle module (as depicted in Figure 1) as the representative of the type-3 spectral flow orbits.
In particular, the vacuum module is type-3 and of this form.

Corollary 6.4. For k be nondegenerate-admissible, the one-point function of H
{

𝑟0 𝑟1 𝑟2
v−2 −1 0

}
is given by

c̃h
[
H

{
𝑟0 𝑟1 𝑟2

v−2 −1 0
}]

=

∞∑︁
𝑛=0

v−3∑︁
𝑚=0
(−1)𝑚+𝑛v

(
c̃h

[
R̃

{
𝑟1 𝑟2 𝑟0
0 𝑚 v−3−𝑚

}𝑚+3𝑛v+1](6.7)

+(−1)v c̃h
[
R̃

{
𝑟0 𝑟1 𝑟2
0 𝑚 v−3−𝑚

}𝑚+(3𝑛+1)v+1] + c̃h
[
R̃

{
𝑟2 𝑟0 𝑟1
0 𝑚 v−3−𝑚

}𝑚+(3𝑛+2)v+1] )
=

∞∑︁
𝑛=0

v−3∑︁
𝑚=0

2∑︁
𝑖=0
(−1)𝑚+(𝑛+𝑖 )v c̃h

[
R̃(∇𝑖−1 (r), [0,𝑚, v − 3 −𝑚])𝑚+(3𝑛+𝑖 )v+1

]
.

Before turning to the modular transforms of the type-3 one-point functions, we generalise the notation (5.7) to v ⩾ 3:

(6.8) 𝑗 (r, s) = 𝑗
(
Γ(r, s)

)
= 1

3 (𝑟1 − 𝑟2) − u
3v (𝑠1 − 𝑠2 + 1), 𝑗 tw (r, s) = 𝑗 (r, s) + 𝜅 = 1

3 (𝑟1 − 𝑟2) − u
3v (𝑠1 − 𝑠2) − 1

2 .

For each 𝜆 = Γ
{

𝑟0 𝑟1 𝑟2
v−2 −1 0

}
∈ Σu,v, we define another convenient notation 𝜆 = 𝜆 + u

v (𝜔0 − 𝜔1), noting that

(6.9) 𝜆 = Γ
{

𝑟0 𝑟1 𝑟2
v−2 −1 0

}
∈ Σu,v ⇒ 𝜆 = Γ

{
𝑟0 𝑟1 𝑟2

v−3 0 0
}
∈ Γu,v .

With this, the S-transforms of the type-3 one-point functions are as follows.

Theorem 6.5. Let k be nondegenerate-admissible and let 𝜆 = Γ
{

𝑟0 𝑟1 𝑟2
v−2 −1 0

}
∈ Σu,v. Then for all ℓ ∈ ℤ, the S-transform of

the one-point function of 𝜎 ℓ
(
H𝜆

)
= H

{
𝑟0 𝑟1 𝑟2

v−2 −1 0
}ℓ is given by

(6.10) S
{
c̃h

[
𝜎 ℓ

(
H𝜆

) ] }
=
|𝜏 |
−i𝜏

∑︁
ℓ ′∈ℤ

∫
ℝ/ℤ

∑︁
[𝜆′ ]∈Γu,v/ℤ3

Sℓ ′,[ 𝑗 ′ ],[𝜆′ ]
ℓ,𝜆

c̃h
[
R̃ℓ ′

[ 𝑗 ′ ],[𝜆′ ]
]

d[ 𝑗 ′],

where the entries of the “highest-weight S-matrix” are given by

(6.11) Sℓ ′,[ 𝑗 ′ ],[𝜆′ ]
ℓ,𝜆

= SW3
[𝜆],[𝜆′ ]

e−2𝜋 i
(
2𝜅 (ℓ−1/2)ℓ ′+(ℓ−1/2) ( 𝑗 ′−𝜅 )+𝑗 (𝜆)ℓ ′

)
2 cos

(
3𝜋 ( 𝑗 ′ − 𝜅)

)
−∑

𝑖∈ℤ3 2 cos
(
𝜋𝑎𝑖 ( 𝑗 ′, 𝜆′)

) , 𝑎𝑖 ( 𝑗, 𝜆) = ( 𝑗 − 𝜅) + 2 𝑗 tw
(
∇𝑖 (𝜆)

)
.

Proof. Let r = [𝑟0, 𝑟1, 𝑟2] and s = [v − 2,−1, 0], so that 𝜆 = Γ(r, s). As the relaxed modules in (6.7) have linearly
independent one-point functions, the “highest-weight” S-matrix element corresponding to 𝜎 ℓ

(
H𝜆

)
and R̃ℓ ′

[ 𝑗 ′ ],[𝜆′ ] is

(6.12) Sℓ ′,[ 𝑗 ′ ],[𝜆′ ]
ℓ,𝜆

=

∞∑︁
𝑛=0

v−3∑︁
𝑚=0
(−1)𝑚+𝑛v

(
Sℓ ′,[ 𝑗 ′ ],[𝜆′ ]
ℓ+𝑚+3𝑛v+1,[ 𝑗 tw (∇−1 (r),s𝑚 )+𝜅 ],[Γ (∇−1 (r),s𝑚 ) ]
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+(−1)vSℓ ′,[ 𝑗 ′ ],[𝜆′ ]
ℓ+𝑚+(3𝑛+1)v+1,[ 𝑗 tw (r,s𝑚 )+𝜅 ],[Γ (r,s𝑚 ) ] + Sℓ ′,[ 𝑗 ′ ],[𝜆′ ]

ℓ+𝑚+(3𝑛+2)v+1,[ 𝑗 tw (∇(r),s𝑚 )+𝜅 ],[Γ (∇(r),s𝑚 ) ]

)
,

where s𝑚 = [0,𝑚, v − 3 −𝑚]. Substituting (4.21), we extract the 𝑛-dependent terms and perform the sum over 𝑛:

(6.13)
∞∑︁
𝑛=0
(−1)𝑛ve−2𝜋 i

(
3v( 𝑗 ′−𝜅 )+6𝑣𝜅ℓ ′

)
𝑛 =

1
1 − (−1)ve−6𝜋 iv( 𝑗 ′−𝜅 ) .

Here, we have noted that 6v𝜅 = 2u − 3v. The 𝑛-independent remainder may be simplified by noting that

(6.14) [ 𝑗 tw (∇(r), s)] = [ 𝑗 tw (r, s) + u
3 ]

and applying (A.3) and (A.4) to the W3 (u, v) S-matrix entries. The result of these simplifications is

(6.15)
1 − (−1)ve−6𝜋 iv( 𝑗 ′−𝜅 )

1 − e−2𝜋 iv( 𝑗 ′−𝜅 )e2𝜋 iv 𝑗 tw (𝜆′ )

v−3∑︁
𝑚=0
(−1)𝑚e−2𝜋 i(ℓ+𝑚+1) ( 𝑗 ′−𝜅 )e−4𝜋 i𝜅 (ℓ+𝑚+1)ℓ ′e−2𝜋 i𝑗 tw (∇−1 (r),s𝑚 )ℓ ′SW3

[Γ (∇−1 (r),s𝑚 ) ],[𝜆′ ]
,

where we have also noticed that [6v 𝑗 tw (𝜆′)] = [v] for all 𝜆′ ∈ Γu,v.
To evaluate the sum over𝑚 in (6.15), we note that

(6.16) [ 𝑗 tw (r, s𝑚)] = [ 𝑗 tw (r, s0) − 2𝜅𝑚]

and that writing 𝜆′ = Γ(r′, s′) gives

(6.17)
SW3
[Γ (∇−1 (r),s𝑚 ) ],[𝜆′ ]

SW3
[Γ (r,∇(s0 ) ) ],[𝜆′ ]

=
SW3
[Γ (r,∇(s𝑚 ) ) ],[Γ (r′,s′ ) ]

SW3
[Γ (r,0) ],[Γ (r′,s′ ) ]

= e2𝜋 i⟨r′+𝜌 |∇ (s𝑚 ) ⟩ 𝜒∇(s𝑚 ) (𝜉s′ ) = e2𝜋 i𝑚⟨r′+𝜌 |𝜔2 ⟩ 𝜒𝑚𝜔2 (𝜉s′ ),

by Proposition A.2. Here, we recall that ∇(s𝑚) = [v−3−𝑚, 0,𝑚] and denote ∇(s0) = [v−3, 0, 0] by 0 (as in Appendix A).
The factor 𝜒𝑚𝜔2 (𝜉s′ ) denotes the character of the simple highest-weight 𝔰𝔩3-module L𝑚𝜔2 evaluated at the 𝔰𝔩3 weight

(6.18) 𝜉s′ = −2𝜋 i u
v (s′ + 𝜌).

The sum over𝑚 in (6.15) thus simplifies to

(6.19) e−2𝜋 i(ℓ+1) ( 𝑗 ′−𝜅 )e−4𝜋 i𝜅 (ℓ+1)ℓ ′e−2𝜋 i𝑗 tw (∇−1 (r),s0 )ℓ ′SW3
[𝜆],[𝜆′ ]

v−3∑︁
𝑚=0

𝑥𝑚𝜒𝑚𝜔2 (𝜉s′ ), 𝑥 = −e2𝜋 i(⟨r′+𝜌 |𝜔2 ⟩−( 𝑗 ′−𝜅 )) ,

where we have noticed that [𝜆] = [Γ(r,∇(s0))]. The remaining sum is evaluated in Proposition A.5, with the result being

(6.20)
v−3∑︁
𝑚=0

𝑥𝑚𝜒𝑚𝜔2 (𝜉s′ ) = e3𝜋 i( 𝑗 ′−𝜅 ) 1 − e−2𝜋 iv( 𝑗 ′−𝜅 )e2𝜋 iv 𝑗 tw (𝜆′ )

8 sin(𝜋𝑐1) sin(𝜋𝑐2) sin(𝜋𝑐3)
,

where 𝑐𝑖 = ( 𝑗 ′ − 𝜅) − 𝑗 tw
(
∇𝑖 (𝜆′)

)
.

Putting (6.13), (6.15), (6.19) and (6.20) together, we obtain

(6.21) Sℓ ′,[ 𝑗 ′ ],[𝜆′ ]
ℓ,𝜆

=
e−2𝜋 i(ℓ−1/2) ( 𝑗 ′−𝜅 )e−4𝜋 i𝜅 (ℓ+1)ℓ ′e−2𝜋 i𝑗 tw (∇−1 (r),s0 )ℓ ′

8 sin(𝜋𝑐1) sin(𝜋𝑐2) sin(𝜋𝑐3)
SW3
[𝜆],[𝜆′ ] .

The proof is now completed by noting that [ 𝑗 tw (∇−1 (r), s0)] = [ 𝑗 (r, s) − 3𝜅] = [ 𝑗 (𝜆) − 3𝜅] and

8 sin(𝜋𝑐1) sin(𝜋𝑐2) sin(𝜋𝑐3)(6.22)

= −2
(
sin

(
𝜋 (𝑐1 + 𝑐2 + 𝑐3)

)
− sin

(
𝜋 (𝑐1 − 𝑐2 + 𝑐3)

)
− sin

(
𝜋 (𝑐2 − 𝑐3 + 𝑐1)

)
− sin

(
𝜋 (𝑐3 − 𝑐1 + 𝑐2)

) )
= −2

(
sin

(
3𝜋 ( 𝑗 ′ − 𝜅) + 3𝜋

2
)
− sin

(
𝜋𝑎1 ( 𝑗 ′, 𝜆′) + 3𝜋

2
)
− sin

(
𝜋𝑎2 ( 𝑗 ′, 𝜆′) + 3𝜋

2
)
− sin

(
𝜋𝑎3 ( 𝑗 ′, 𝜆′) + 3𝜋

2
) )

= 2 cos
(
3𝜋 ( 𝑗 ′ − 𝜅)

)
−

∑︁
𝑖∈ℤ3

2 cos
(
𝜋𝑎𝑖 ( 𝑗 ′, 𝜆′)

)
,

where the 𝑎𝑖 were given in (6.11). ■

Observe that the denominator of the S-matrix entries (6.11) only depends on 𝑗 ′ and 𝜆′: the dependence of Sℓ ′,[ 𝑗 ′ ],[𝜆′ ]
ℓ,𝜆

on the type-3 module Hℓ
𝜆

is confined entirely to the exponential term and the W3 (u, v) S-matrix element. This will prove
useful when calculating Grothendieck fusion rules involving type-3 modules. As always, the S-matrix elements involving
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the vacuum module Hk𝜔0 = H
{ u−3 0 0

v−2 −1 0
}

are of particular importance in Verlinde computations. These will again be
given the special notation Sℓ ′,[ 𝑗 ′ ],[𝜆′ ]

vac. = Sℓ ′,[ 𝑗 ′ ],[𝜆′ ]
0,k𝜔0

.

Corollary 6.6. Let k be nondegenerate-admissible. Then,

(6.23) Sℓ ′,[ 𝑗 ′ ],[𝜆′ ]
vac. = SW3

vac.,[𝜆′ ]
e2𝜋 i𝜅ℓ ′e𝜋 i( 𝑗 ′−𝜅 )

2 cos
(
3𝜋 ( 𝑗 ′ − 𝜅)

)
−∑

𝑖∈ℤ3 2 cos
(
𝜋𝑎𝑖 ( 𝑗 ′, 𝜆′)

) , SW3
vac.,[𝜆′ ] = SW3

[k𝜔0 ],[𝜆′ ] .

As the denominator of (6.23) is proportional to sin(𝑐1𝜋) sin(𝑐2𝜋) sin(𝑐3𝜋), see (6.20), it vanishes if and only if one of the
𝑐𝑖 is an integer. This is equivalent to having [ 𝑗 ′] = [ 𝑗 tw

(
∇𝑖 (𝜆′)

)
+ 𝜅] for some 𝑖 ∈ ℤ3. We conclude that the vacuum

S-matrix elements again diverge precisely when R̃ℓ ′

[ 𝑗 ′ ],[𝜆′ ] is nonsimple.

6.2. Grothendieck fusion rules. Taking Conjecture 1 for granted, we now have all the information necessary to compute
Grothendieck fusion rules for the standard modules of BP(u, v). As before, it suffices to compute the Grothendieck fusion
rules of representative BP(u, v)-modules from each spectral flow orbit and then use “conservation of spectral flow” to
obtain the rest.

Theorem 6.7. Let k be nondegenerate-admissible. Then for ℓ, ℓ ′ ∈ 1
2ℤ, [ 𝑗], [ 𝑗]′ ∈ ℝ/ℤ and [𝜆], [𝜆′] ∈ Γu,v/ℤ3, the

Grothendieck fusion rules of the standard BP(u, v)-modules are

(6.24)
[
R̃ℓ
[ 𝑗 ],[𝜆]

]
⊠

[
R̃ℓ ′

[ 𝑗 ′ ],[𝜆′ ]
]
=

∑︁
[𝜆′′ ]∈Γu,v/ℤ3

N
W3 [𝜆′′ ]
[𝜆],[𝜆′ ]

( [
R̃ℓ+ℓ ′+2
[ 𝑗+𝑗 ′−4𝜅 ],[𝜆′′ ]

]
+

[
R̃ℓ+ℓ ′−1
[ 𝑗+𝑗 ′+2𝜅 ],[𝜆′′ ]

] )
+

∑︁
[𝜆′′ ]∈Γu,v/ℤ3

∑︁
𝑖∈ℤ3

(
N

W3 [𝜆′′ ]
[𝜆],[Γ (r′,s′−𝜔𝑖+𝜔𝑖+1 ) ]

[
R̃ℓ+ℓ ′+1
[ 𝑗+𝑗 ′−2𝜅 ],[𝜆′′ ]

]
+NW3 [𝜆′′ ]

[𝜆],[Γ (r′,s′+𝜔𝑖−𝜔𝑖+1 ) ]
[
R̃ℓ+ℓ ′
[ 𝑗+𝑗 ′ ],[𝜆′′ ]

] )
,

where 𝜆′ = Γ(r′, s′).

Proof. As in the v = 3 case, we apply the standard Verlinde formula (5.14b) with ℓ = ℓ ′ = 0 using (4.21) and (6.23):

(6.25)
(

ℓ ′′, [ 𝑗 ′′], [𝜆′′]
0, [ 𝑗], [𝜆] 0, [ 𝑗 ′], [𝜆′]

)
=

∑︁
[𝜇 ]∈Γu,v/ℤ3

SW3
[𝜆],[𝜇 ]S

W3
[𝜆′ ],[𝜇 ]

(
SW3
[𝜆′′ ],[𝜇 ]

)∗
SW3

vac.,[𝜇 ]

∑︁
𝑚∈ℤ

e−2𝜋 i( 𝑗+𝑗 ′− 𝑗 ′′−2𝜅ℓ ′′ )𝑚

·
∫
ℝ/ℤ

e2𝜋 i(ℓ ′′−1/2) (𝑘−𝜅 )
(
2 cos

(
3𝜋 (𝑘 − 𝜅)

)
−

∑︁
𝑖∈ℤ3

2 cos
(
𝜋𝑎𝑖 (𝑘, 𝜇)

) )
d[𝑘] .

The Grothendieck fusion coefficient thus naturally splits as a sum of two contributions. That which involves the 𝜇-
independent term 2 cos

(
3𝜋 (𝑘 − 𝜅)

)
is identical to the v = 3 coefficient computed in Theorem 5.5:

(6.26) N
W3 [𝜆′′ ]
[𝜆],[𝜆′ ]

(
𝛿
(
[ 𝑗 ′′] − [ 𝑗 + 𝑗 ′ − 4𝜅]

)
𝛿ℓ ′′,2 + 𝛿

(
[ 𝑗 ′′] − [ 𝑗 + 𝑗 ′ + 2𝜅]

)
𝛿ℓ ′′,−1

)
.

The contribution that involves the 𝜇-dependent 𝑎𝑖 (𝑘, 𝜇) is more bothersome, simplifying to the form

(6.27) −
∑︁

[𝜇 ]∈Γu,v/ℤ3

∑︁
𝜀=±1

∑︁
𝑖∈ℤ3

e2𝜋 i𝜀 𝑗 tw (∇𝑖 (𝜇 ))
SW3
[𝜆],[𝜇 ]S

W3
[𝜆′ ],[𝜇 ]

(
SW3
[𝜆′′ ],[𝜇 ]

)∗
SW3

vac.,[𝜇 ]

𝛿
(
[ 𝑗 ′′] − [ 𝑗 + 𝑗 ′ − (1 − 𝜀)𝜅]

)
𝛿ℓ ′′, 1

2 (1−𝜀 )
.

To evaluate this contribution, note that (A.21) and Proposition A.3, with t = 𝜔2, give (for 𝜀 = +1)

(6.28)
∑︁
𝑖∈ℤ3

e2𝜋 i𝑗 tw (∇𝑖 (𝜇 ))SW3
[𝜆′ ],[𝜇 ] = −SW3

[Γ (r′,s′⊗𝜔2 ) ],[𝜇 ] = −
∑︁
𝑖∈ℤ3

SW3
[Γ (r′,s′+𝜔𝑖−𝜔𝑖+1 ) ],[𝜇 ],

where 𝜆′ = Γ(r′, s′). Similarly, t = 𝜔1 results (for 𝜀 = −1) in

(6.29)
∑︁
𝑖∈ℤ3

e−2𝜋 i𝑗 tw (∇𝑖 (𝜇 ))SW3
[𝜆′ ],[𝜇 ] = −SW3

[Γ (r′,s′⊗𝜔1 ) ],[𝜇 ] = −
∑︁
𝑖∈ℤ3

SW3
[Γ (r′,s′−𝜔𝑖+𝜔𝑖+1 ) ],[𝜇 ] .

Note that as s′ ∈ Pv−3
⩾ , the weight s′ + 𝜀 (𝜔𝑖 − 𝜔𝑖+1) is either in Pv−3

⩾ or it lies on a boundary of a shifted affine alcove, in
which case the corresponding S-matrix entry is 0 by (A.6). We may therefore evaluate the [𝜇]-sum in (6.27) as

(6.30)
∑︁
𝜀=±1

∑︁
𝑖∈ℤ3

N
W3 [𝜆′′ ]
[𝜆],Γ (r′,s′+𝜀 (𝜔𝑖−𝜔𝑖+1 ) )𝛿

(
[ 𝑗 ′′] − [ 𝑗 + 𝑗 ′ − (1 − 𝜀)𝜅]

)
𝛿ℓ ′′, 1

2 (1−𝜀 )
,
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secure in the knowledge that the W3 (u, v) fusion coefficient is understood to be 0 whenever s′ + 𝜀 (𝜔𝑖 − 𝜔𝑖+1) ∉ Pv−3
⩾ . ■

Reassuringly, all the standard-by-standard Grothendieck fusion coefficients are nonnegative integers, despite the manifest
subtractions in the denominator of the vacuum S-matrix entries (6.23). As in the v = 3 case, the asymmetry in spectral
flow indices and 𝐽0-eigenvalues can be remedied by recasting the (6.24) in terms of the twisted modules Rtw

[ 𝑗 ],[𝜆] :

(6.31)[
𝜎 ℓ

(
Rtw
[ 𝑗 ],[𝜆]

) ]
⊠

[
𝜎 ℓ ′ (Rtw

[ 𝑗 ′ ],[𝜆′ ]
) ]

=
∑︁

[𝜆′′ ]∈Γu,v/ℤ3

N
W3 [𝜆′′ ]
[𝜆],[𝜆′ ]

( [
𝜎 ℓ+ℓ ′+3/2 (Rtw

[ 𝑗+𝑗 ′−3𝜅 ],[𝜆′′ ]
) ]
+

[
𝜎 ℓ+ℓ ′−3/2 (Rtw

[ 𝑗+𝑗 ′+3𝜅 ],[𝜆′′ ]
) ] )

+
∑︁

[𝜆′′ ]∈Γu,v/ℤ3

∑︁
𝑖∈ℤ3

(
N

W3 [𝜆′′ ]
[𝜆],[Γ (r′,s′−𝜔𝑖+𝜔𝑖+1 ) ]

[
𝜎 ℓ+ℓ ′+1/2 (Rtw

[ 𝑗+𝑗 ′−𝜅 ],[𝜆′′ ]
) ]
+NW3 [𝜆′′ ]

[𝜆],[Γ (r′,s′+𝜔𝑖−𝜔𝑖+1 ) ]
[
𝜎 ℓ+ℓ ′−1/2 (Rtw

[ 𝑗+𝑗 ′+𝜅 ],[𝜆′′ ]
) ] )

.

In principle, all Grothendieck fusion rules involving a highest-weight BP(u, v)-module can now be derived using the
resolutions of Section 6.1. As we have derived the type-3 S-matrix coefficients in Theorem 6.5, Grothendieck fusion
coefficients involving type-3 highest-weight modules and standard modules can be computed directly from the standard
Verlinde formula (5.14b). For example, the coefficients for the fusion of 𝜎 ℓ

(
H𝜆

)
and R̃ℓ ′

[ 𝑗 ′ ],[𝜆′ ] are given by

(6.32)
∑︁
𝑚∈ℤ

∫
ℝ/ℤ

∑︁
[𝜇 ]∈Γu,v/ℤ3

S𝑚,[𝑘 ],[𝜇 ]
ℓ,𝜆

S𝑚,[𝑘 ],[𝜇 ]
ℓ ′,[ 𝑗 ′ ],[𝜆′ ]

(
S𝑚,[𝑘 ],[𝜇 ]
ℓ ′′,[ 𝑗 ′′ ],[𝜆′′ ]

)∗
S𝑚,[𝑘 ],[𝜇 ]

vac.
d[𝑘] .

Substituting (4.21), (6.11) and (6.23), this evaluates to

(6.33) N
W3 [𝜆′′ ]
[𝜆],[𝜆′ ]

∑︁
𝑚∈ℤ

∫
ℝ/ℤ

e−2𝜋 i
(
2𝜅 (ℓ+ℓ ′−ℓ ′′ )𝑚+( 𝑗 (𝜆)+𝑗 ′− 𝑗 ′′ )𝑚+(ℓ+ℓ ′−ℓ ′′ ) (𝑘−𝜅 )

)
d[𝑘] = N

W3 [𝜆′′ ]
[𝜆],[𝜆′ ] 𝛿

(
[ 𝑗 ′′] − [ 𝑗 (𝜆) + 𝑗 ′]

)
𝛿ℓ ′′,ℓ+ℓ ′ .

Of course, this can also be checked using resolutions, as we did for v = 3 in Corollary 5.6.

Corollary 6.8. Let k be nondegenerate-admissible. Then for ℓ, ℓ ′ ∈ 1
2ℤ, [ 𝑗 ′] ∈ ℝ/ℤ, 𝜆 = Γ

{
𝑟0 𝑟1 𝑟2

v−2 −1 0
}
∈ Σu,v and

[𝜆′] ∈ Γu,v/ℤ3, the type-3-by-standard Grothendieck fusion rules are

(6.34)
[
𝜎 ℓ

(
H𝜆

) ]
⊠

[
R̃ℓ ′

[ 𝑗 ′ ],[𝜆′ ]
]
=

∑︁
[𝜆′′ ]∈Γu,v/ℤ3

N
W3 [𝜆′′ ]
[𝜆],[𝜆′ ]

[
R̃ℓ+ℓ ′
[ 𝑗 (𝜆)+𝑗 ′ ],[𝜆′′ ]

]
.

The corresponding “symmetrised” Grothendieck fusion rules are obtained by simply replacing R̃ℓ ′

[ 𝑗 ′ ],[𝜆′ ] by 𝜎 ℓ ′
(
Rtw
[ 𝑗 ′ ],[𝜆′ ]

)
in (6.34).

Our next stop is the type-3-by-type-3 Grothendieck fusion rules. In preparation for this, it will be useful to restrict
Corollary 6.8 to the nonsimple R̃ℓ ′

[ 𝑗 ′ ],[𝜆′ ] , that is to the R̃ℓ ′

𝜆′ = R̃ℓ ′

[ 𝑗 tw (𝜆′ )+𝜅 ],[𝜆′ ] :

(6.35)
[
𝜎 ℓ

(
H𝜆

) ]
⊠

[
R̃ℓ ′

𝜆′
]
=

∑︁
[𝜆′′ ]∈Γu,v/ℤ3

N
W3 [𝜆′′ ]
[𝜆],[𝜆′ ]

[
R̃ℓ+ℓ ′
[ 𝑗 (𝜆)+𝑗 tw (𝜆′ )+𝜅 ],[𝜆′′ ]

]
.

Our first task is to show that the standard modules appearing on the right-hand side are also nonsimple.
Without loss of generality, let 𝜆′′ = Γ(r′′, s′′) ∈ [𝜆′′] be a representative satisfying the conditions required by

Theorem A.6. Since 𝜆, 𝜆′ ∈ Γu,v are fixed in the (Grothendieck) fusion of H𝜆 and R̃𝜆′ , the corresponding representatives
of [𝜆] and [𝜆′] will have the form ∇𝑚 (𝜆) and ∇𝑛 (𝜆′), respectively, for some 𝑚,𝑛 ∈ ℤ3. Then, with 𝜆 = Γ(r′, 0) (where
0 ≡ [v − 3, 0, 0]) and 𝜆′ = Γ(r′, s′), Equation (A.26) and Theorem A.6 give

(6.36) N
W3 [𝜆′′ ]
[𝜆],[𝜆′ ] = Nu−3 r′′

∇𝑚 (r),∇𝑛 (r′ )N
v−3 s′′
∇𝑚 (0),∇𝑛 (s′ ) = N

u−3 ∇−𝑚−𝑛 (r′′ )
r,r′ N

v−3 ∇−𝑚−𝑛 (s′′ )
0,s′ = N

u−3 ∇−𝑚−𝑛 (r′′ )
r,r′ 𝛿s′,∇−𝑚−𝑛 (s′′ ) .

For the W3 fusion coefficient to be nonzero, it therefore must be the case that 𝜆′′ = ∇𝑚+𝑛
(
Γ(t′′, s′)

)
, for some t′′ ∈ Pu−3

⩾ .
But, if Nu−3 ∇−𝑚−𝑛 (r′′ )

r,r′ = Nu−3 t′′
r,r′ is nonzero, then the Kac–Walton formula (A.24) shows that 𝑡 ′′ = 𝑟 + 𝑟 ′ mod Q, hence

(6.37) [ 𝑗 (𝜆) + 𝑗 tw (𝜆′) + 𝜅] = [ 𝑗 tw
(
∇−𝑚−𝑛 (𝜆′′)

)
+ 𝜅] = [ 𝑗 tw (t′′, s′) + 𝜅] .
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The standard modules on the right-hand side of (6.35) are thus the nonsimple modules R̃ℓ+ℓ ′
Γ (t′′,s′ ) , where 𝑡 ′′ satisfies the

equation above:

(6.38)
[
𝜎 ℓ

(
H𝜆

) ]
⊠

[
R̃ℓ ′

𝜆′
]
=

∑︁
t′′∈Pu−3

⩾
[ 𝑗 (t′′ ) ]=[ 𝑗 (r)+𝑗 (r′ ) ]

N
W3 [Γ (t′′,s′ ) ]
[𝜆],[𝜆′ ]

[
R̃ℓ+ℓ ′

Γ (t′′,s′ )
]
.

As in the proof of Corollary 5.7, the additional constraint on t′′ may be removed by converting the W3 (u, v) fusion
coefficient to a A2 (u, 1) one. Replacing t′′ with r′′, the final type-3-by-nonsimple Grothendieck fusion rule is thus

(6.39)
[
𝜎 ℓ

(
H𝜆

) ]
⊠

[
R̃ℓ ′

𝜆′
]
=

∑︁
r′′∈Pu−3

⩾

Nu−3 r′′
r,r′

[
R̃ℓ+ℓ ′

Γ (r′′,s′ )
]
.

This leads to a straightforward computation for the type-3-by-type-3 Grothendieck fusion rules.

Corollary 6.9. Let k be nondegenerate-admissible. Then for ℓ, ℓ ′ ∈ 1
2ℤ, 𝜆 = Γ

{
𝑟0 𝑟1 𝑟2

v−2 −1 0
}
∈ Σu,v and 𝜆′ = Γ

{
𝑟 ′0 𝑟 ′1 𝑟 ′2

v−2 −1 0

}
∈

Σu,v, the Grothendieck fusion rules between type-3 highest-weight BP(u, v)-modules are

(6.40)
[
𝜎 ℓ

(
H𝜆

) ]
⊠

[
𝜎 ℓ

(
H𝜆′

) ]
=

∑︁
r′′∈Pu−3

⩾

Nu−3 r′′
r,r′

[
𝜎 ℓ+ℓ ′ (H{

𝑟 ′′0 𝑟 ′′1 𝑟 ′′2
v−2 −1 0

})]
.

Proof. By (5.16), it is enough to prove (6.40) when ℓ = ℓ ′ = 0. Let s′𝑚 = [0,𝑚, v − 3−𝑚], as in the proof of Theorem 6.5.
Substituting (6.7) and then (6.38) into the left-hand side of (6.40), we get[

H𝜆

]
⊠

[
H𝜆′

]
=

∞∑︁
𝑛=0

v−3∑︁
𝑚=0

2∑︁
𝑖=0
(−1)𝑚+(𝑛+𝑖 )v

[
H𝜆

]
⊠

[
R̃
𝑚+(3𝑛+𝑖 )v+1
Γ (∇𝑖−1 (r′ ),s′𝑚 )

]
(6.41)

=

∞∑︁
𝑛=0

v−3∑︁
𝑚=0

2∑︁
𝑖=0
(−1)𝑚+(𝑛+𝑖 )v

∑︁
𝑟 ′′∈Pu−3

⩾

Nu−3 r′′
r,∇𝑖−1 (r′ )

[
R̃
𝑚+(3𝑛+𝑖 )v+1
Γ (r′′,s′𝑚 )

]
=

∑︁
𝑟 ′′∈Pu−3

⩾

Nu−3 r′′
r,r′

∞∑︁
𝑛=0

v−3∑︁
𝑚=0

2∑︁
𝑖=0
(−1)𝑚+(𝑛+𝑖 )v

[
R̃
𝑚+(3𝑛+𝑖 )v+1
Γ (∇𝑖−1 (r′′ ),s′𝑚 )

]
=

∑︁
𝑟 ′′∈Pu−3

⩾

Nu−3 r′′
r,r′

[
H

{
𝑟 ′′0 𝑟 ′′1 𝑟 ′′2

v−2 −1 0

}]
,

using (6.7) again. ■

As the simple highest-weight A2 (u, 1)-modules of highest weights [0, u − 3, 0] and [0, 0, u − 3] are simple currents,
Corollary 6.9 implies the existence of simple currents for BP(u, v). (This generalises Proposition 5.8 to v > 3.)

Proposition 6.10. Let k be nondegenerate-admissible with u > 3. Then, H
{ 0 u−3 0

v−2 −1 0
}

and H
{ 0 0 u−3

v−2 −1 0
}

are simple
currents of order 3, inverse to one another. Their highest weights (with respect to 𝐽0 and 𝐿0) are

(6.42) ( 𝑗,Δ) = (+ u−3
3 ,
(u−3) (2v−3)

6 ) and ( 𝑗,Δ) = (− u−3
3 ,
(u−3) (2v−3)

6 ),

respectively.

Finally, Proposition 5.9 also generalises to v > 3. The proof is identical, hence omitted.

Proposition 6.11. Let k be nondegenerate-admissible. Then, the fusion subring of generated by the type-3 simple highest-
weight BP(u, v)-modules H𝜆 , 𝜆 = Γ

{
𝑟0 𝑟1 𝑟2

v−2 −1 0
}
∈ Σu,v, is isomorphic to the fusion ring of the affine vertex operator

algebra Lu−3 (𝔰𝔩3).

The computation of Grothendieck fusion rules involving type-1 or type-2 modules becomes complicated very quickly.
Those with the standards are manageable, but general highest-weight-by-highest-weight rules involve resolutions with
many terms and the appropriate cancellations become hard to identify. Our philosophy here is that one should not really
expect to determine all (Grothendieck) fusion rules explicitly. Instead, it is better to provide an algorithmic means to
construct the desired rules in individual cases (the Kac–Walton formula (A.24) is an exemplar of this philosophy). This
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is what the resolutions and character formulae in Proposition 6.2 and Corollary 6.3 are for. We shall illustrate their
application by computing the type-1 and type-2 Grothendieck fusion rules for BP(3, 4) below.

6.3. Example: BP(3, 4). Consider the Bershadsky–Polyakov minimal model BP(3, 4) with k = − 9
4 and c = − 23

2 . This
model is denoted by B4 in [56]. In [1, 54], it was shown that there are 6 untwisted (with respect to 𝐿(𝑧)) simple
highest-weight modules. We arrange them as in Figure 1, adding the action of ∇ to the spectral flow orbits:

(6.43)

H
{ 0 0 0

0 −1 2
}

H
{ 0 0 0

2 −1 0
}

H
{ 0 0 0

0 1 0
}

H
{ 0 0 0

1 −1 1
}

H
{ 0 0 0

1 0 0
}

H
{ 0 0 0

0 0 1
}

𝜎 𝜎

𝜎

∇

∇

type-1:

type-2:

type-3:

In addition to these, there is a one-parameter family of untwisted relaxed highest-weight modules

(6.44) R̃[ 𝑗 ] = R̃[ 𝑗 ],[Γ ( [0,0,0],[1,0,0] ) ] .

These modules are simple for all [ 𝑗] ∈ ℝ/ℤ except [ 𝑗] = [0], [ 12 ] or [ 34 ]. More precisely, the nonsimple cases are

(6.45) R̃
{ 0 0 0

0 0 1
}
= R̃[1/2], R̃

{ 0 0 0
1 0 0

}
= R̃[1/4] and R̃

{ 0 0 0
0 1 0

}
= R̃[0] .

Together with (6.1), this identification leads to the following useful identities in the Grothendieck ring of BP(3, 4):

(6.46)

[
R̃[1/2]

]
=

[
H

{ 0 0 0
0 0 1

}1] + [
H

{ 0 0 0
2 −1 0

}−1]
,[

R̃[1/4]
]
=

[
H

{ 0 0 0
1 0 0

}1] + [
H

{ 0 0 0
1 0 0

}−1]
,[

R̃[0]
]
=

[
H

{ 0 0 0
2 −1 0

}2] + [
H

{ 0 0 0
0 0 1

}]
.

Since u = 3, the type-3 modules are all spectral flows of the vacuum module. Their fusion rules are thus trivial to
determine. Of the general results reported in Section 6.2, the interesting Grothendieck fusion rules are then the standard-
by-standard ones of Theorem 6.7. For this, note that Γ3,4 has only one ℤ3-orbit and that the representatives used in W3 (3, 4)
fusion coefficients (Theorem A.6) all have the form 𝜆 = Γ(r, s), with r = [0, 0, 0] and s = [1, 0, 0], because u = 3. The
fusion coefficients in (6.24) are then

(6.47) N
W3 [𝜆]
[𝜆],[𝜆] = N

1 [0,0]
[0,0],[0,0] = 1,

N
W3 [𝜆]
[𝜆],[Γ (r,s−𝜔𝑖+𝜔𝑖+1 ) ] = 𝛿𝑖,0N

1 [0,0]
[0,0],[0,0] = 𝛿𝑖,0,

N
W3 [𝜆]
[𝜆],[Γ (r,s+𝜔𝑖−𝜔𝑖+1 ) ] = 𝛿𝑖,2N

1 [0,0]
[0,0],[0,0] = 𝛿𝑖,2,

since (for example) [Γ(r, s − 𝜔𝑖 + 𝜔𝑖+1)] = [Γ(r, [0, 1, 0])] = [𝜆] when 𝑖 = 0 and s − 𝜔𝑖 + 𝜔𝑖+1 ∉ P1
⩾ otherwise. The

standard-by-standard Grothendieck fusion rules are thus

(6.48a)
[
R̃ℓ
[ 𝑗 ]

]
⊠

[
R̃ℓ ′

[ 𝑗 ′ ]
]
=

[
R̃ℓ+ℓ ′−1
[ 𝑗+𝑗 ′+1/2]

]
+

[
R̃ℓ+ℓ ′
[ 𝑗+𝑗 ′ ]

]
+

[
R̃ℓ+ℓ ′+1
[ 𝑗+𝑗 ′+1/2]

]
+

[
R̃ℓ+ℓ ′+2
[ 𝑗+𝑗 ′ ]

]
.

Consulting (6.31), the “symmetrised” versions are[
𝜎 ℓ

(
Rtw
[ 𝑗 ]

) ]
⊠

[
𝜎 ℓ ′ (Rtw

[ 𝑗 ′ ]
) ]

=
[
𝜎 ℓ+ℓ−3/2 (Rtw

[ 𝑗+𝑗 ′+1/4]
) ]
+

[
𝜎 ℓ+ℓ−1/2 (Rtw

[ 𝑗+𝑗 ′−1/4]
) ]

(6.48b)

+
[
𝜎 ℓ+ℓ+1/2 (Rtw

[ 𝑗+𝑗 ′+1/4]
) ]
+

[
𝜎 ℓ+ℓ+3/2 (Rtw

[ 𝑗+𝑗 ′−1/4]
) ]
.

The remaining Grothendieck fusion rules involve type-1 and type-2 modules. For the former, we note that (6.1) implies
the following equalities: Using (6.48a), the Grothendieck fusion of type-1 modules with standard modules is easily found
to be

(6.49)
[
H

{ 0 0 0
0 0 1

}ℓ ]
⊠

[
R̃ℓ ′

[ 𝑗 ′ ]
]
=

[
R̃ℓ+ℓ ′−1
[ 𝑗 ′+1/2]

]
+

[
R̃ℓ+ℓ ′
[ 𝑗 ]

]
+

[
R̃ℓ+ℓ ′+1
[ 𝑗 ′+1/2]

]
.

With this result, it is straightforward to compute the type-1-by-type-1 Grothendieck fusion rules:[
H

{ 0 0 0
0 0 1

}ℓ ]
⊠

[
H

{ 0 0 0
0 0 1

}ℓ ′ ]
=

[
R̃ℓ+ℓ ′−1
[1/2]

]
+

[
R̃ℓ+ℓ ′
[0]

]
+

[
R̃ℓ+ℓ ′+1
[1/2]

]
−

[
H

{ 0 0 0
0 0 1

}ℓ+ℓ ′+2](6.50)

= 2
[
H

{ 0 0 0
0 0 1

}ℓ+ℓ ′ ] + [
H

{ 0 0 0
2 −1 0

}ℓ+ℓ ′−2] + [
H

{ 0 0 0
2 −1 0

}ℓ+ℓ ′ ] + [
H

{ 0 0 0
2 −1 0

}ℓ+ℓ ′+2]
.
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Here, we have used the first and last identity in (6.46).
The type-2 case requires slightly more work as (6.1) now relates a type-2 simple to another type-2 simple. As a result,

this requires consideration of the full resolution (6.5). However, the full resolution is in fact quite simple in this case.
Taking H

{ 0 0 0
1 −1 1

}
as the representative of the type-2 spectral flow orbit, we find that

(6.51)
[
H

{ 0 0 0
1 −1 1

}]
=

∞∑︁
𝑛=0
(−1)𝑛

[
R̃

{ 0 0 0
1 0 0

}2𝑛]
.

The Grothendieck fusion rule of this simple with a standard module thus results in an infinite alternating sum of
Grothendieck images of standard modules, all but two of which cancel:

(6.52)
[
H

{ 0 0 0
1 −1 1

}ℓ ]
⊠

[
R̃ℓ ′

[ 𝑗 ′ ]
]
=

[
R̃ℓ+ℓ ′−1
[ 𝑗 ′−1/4]

]
+

[
R̃ℓ+ℓ ′
[ 𝑗 ′+1/4]

]
.

Combining these last two results with (6.46) gives the type-2-by-type-2 Grothendieck fusion rules:

(6.53)
[
H

{ 0 0 0
1 0 0

}ℓ ]
⊠

[
H

{ 0 0 0
1 −1 1

}ℓ ′ ]
=

[
H

{ 0 0 0
0 0 1

}ℓ+ℓ ′ ] + [
H

{ 0 0 0
2 −1 0

}ℓ+ℓ ′ ]
.

It only remains to compute the type-1-by-type-2 Grothendieck fusion rules. The same methods result in

(6.54)
[
H

{ 0 0 0
0 0 1

}ℓ ]
⊠

[
H

{ 0 0 0
1 −1 1

}ℓ ′ ]
=

[
H

{ 0 0 0
1 −1 1

}ℓ+ℓ ′ ] + [
R̃ℓ+ℓ ′−1
[3/4]

]
.

Here, we note that R̃[3/4] is simple, unlike the “gap modules” of (6.46).
We remark that these results can be checked by exploiting three facts. First, the coset of BP(3, 4) by the Heisenberg

subalgebra generated by 𝐽 is the singlet algebra 𝑊 0 (1, 4) [56]. The representation theory of the latter may then be
constructed from that of the former, using the results of [57]. Second, the triplet algebra 𝑊 (1, 4) of central charge − 25

2
is an infinite-order simple current extension of 𝑊 0 (1, 4) [14]. Again, the representation theory of the latter may be
constructed from that of the former. Finally, the fusion rules of𝑊 (1, 4) are well known, see [18,20,24], and the structure
of the indecomposable projectives has been established. We shall leave this consistency check to the interested reader,
noting only that this procedure may be reversed to glean information about the (genuine) fusion rules and projective
indecomposables of BP(3, 4). Again, this application is left for the future.

Appendix A. Modularity and fusion for the W3 minimal models

The results reported here for the Grothendieck fusion rules of the Bershadsky–Polyakov minimal models BP(u, v),
with k nondegenerate-admissible (so u, v ⩾ 3), rely on the modularity and fusion rules of the rational W3 minimal models
W3 (u, v). We review these here, specialising the results obtained for general regular W-algebras in [48,49,58]. In addition,
we deduce several identities satisfied by the W3 (u, v) S-matrix elements that will be crucial in our BP(u, v) investigations.

A.1. Modularity of W3 (u, v) one-point functions. Recall that the simple W3 (u, v) modules W[𝜆] are parametrised by
elements [𝜆] ∈ Γu,v/ℤ3, where the ℤ3 action was given in (2.8). Recall also the parametrisation 𝜆 = Γ(r, s) given in (2.11),
where 𝜆 ∈ Γu,v means that the 𝔰𝔩3-weights r = [𝑟0, 𝑟1, 𝑟2] and s = [𝑠0, 𝑠1, 𝑠2] belong to Pu−3

⩾ and Pv−3
⩾ , respectively. Their

projections onto the weight space of 𝔰𝔩3 will be denoted by r = [𝑟1, 𝑟2] and s = [𝑠1, 𝑠2]. Let 𝜌 = [1, 1] denote the Weyl
vector of 𝔰𝔩3 and S3 its Weyl group.

Theorem A.1 ([58, Thm. 4.4], [49, Cor. 8.4]). For k nondegenerate-admissible, the S-transform of the W3 (u, v) one-point
function (4.14) is given by (4.17) and the S-matrix entries are given, for [Γ(r, s)], [Γ(r′, s′)] ∈ Γu,v/ℤ3, by

(A.1) SW3
[Γ (r,s) ],[Γ (r′,s′ ) ] =

1
√

3uv
e2𝜋 i(⟨r+𝜌 |s′+𝜌 ⟩+⟨s+𝜌 |r′+𝜌 ⟩) ∑︁

𝑤∈S3

det𝑤 e−2𝜋 i v
u ⟨𝑤 (r+𝜌 ) |r′+𝜌 ⟩

∑︁
𝑤∈S3

det𝑤 e−2𝜋 i u
v ⟨𝑤 (s+𝜌 ) |s′+𝜌 ⟩ .

The fact that this S-matrix formula is independent of the choice of representatives of the ℤ3-orbits deserves comment.
Acting on r or s by the ℤ3-generator ∇ amounts to acting with an outer automorphism of 𝔰𝔩3. It is easy to check that on
the projection onto the weight space of 𝔰𝔩3, ∇ acts as follows:

(A.2) ∇(t) = 𝑤1𝑤2 (t) + k(t)𝜔1 .



32 Z FEHILY AND D RIDOUT

Here, 𝜔1 = [1, 0] is the first fundamental weight of 𝔰𝔩3 and k(t) is the level of t. With this, it is now easy to verify that
acting with ∇ on (A.1) gives

(A.3)
SW3
[Γ (∇(r),s) ],[Γ (r′,s′ ) ] = e−2𝜋 iv⟨𝜔1 |r′+𝜌 ⟩e−v⟨𝜔1 |𝜉s′ ⟩SW3

[Γ (r,s) ],[Γ (r′,s′ ) ]

and SW3
[Γ (r,∇(s) ) ],[Γ (r′,s′ ) ] = e+2𝜋 iv⟨𝜔1 |r′+𝜌 ⟩e+v⟨𝜔1 |𝜉s′ ⟩SW3

[Γ (r,s) ],[Γ (r′,s′ ) ],
𝜉s′ = −2𝜋 i u

v (s′ + 𝜌).

Obviously, applying ∇ to both r and s leaves the S-matrix invariant. We mention that the phase appearing in (A.3) may be
rewritten in the following BP(u, v)-friendly form by noting that v𝜉r′,s′ belongs to the weight lattice of 𝔰𝔩3:

e−2𝜋 iv⟨𝜔1 |r′+𝜌 ⟩e−v⟨𝜔1 |𝜉s′ ⟩ = e2𝜋 iv⟨𝜔1−𝜔2 |r′+𝜌− u
v (s′+𝜌 ) ⟩ = e2𝜋 iv⟨𝜔1−𝜔2 |r′− u

v (s′+𝜔1 )+𝜌− u
v𝜔2 ⟩(A.4)

= e2𝜋 i
(
v 𝑗 (𝜆′ )+u/3

)
= (−1)ve2𝜋 iv

(
𝑗 (𝜆′ )+𝜅

)
= (−1)ve2𝜋 iv 𝑗 tw (𝜆′ ) .

Applying ∇ to both r′ and s′ also leaves the S-matrix invariant because (A.1) is manifestly symmetric. The S-matrix
may also be verified to be unitary, see for example [58, Prop. 4.4]. A similar calculation demonstrates that its square is the
matrix whose [𝜆], [𝜆′]-entry is 0 unless r′ = [𝑟2, 𝑟1] and s′ = [𝑠2, 𝑠1], in which case it is 1. Referring back to (3.5), we see
that this matrix represents conjugation, as expected.

We remark that it is sometimes useful to extend (A.1) to allow arbitrary integral 𝔰𝔩3-weights r, r′, s and s′. The
right-hand side of (A.1) then exhibits various symmetries. For example, it is straightforward to show that

(A.5) SW3
[Γ (r,𝑤 ·s) ],[Γ (r′,s′ ) ] = det𝑤 SW3

[Γ (r,s) ],[Γ (r′,s′ ) ], 𝑤 ∈ S3,

where𝑤 · s = 𝑤 (s + 𝜌) − 𝜌 is the usual shifted action. It follows that if 𝑠𝑖 = −1, for 𝑖 = 1 or 2, then it is fixed by the shifted
action of the 𝑖-th simple Weyl reflection 𝑤𝑖 and so

(A.6) SW3
[Γ (r,s) ],[Γ (r′,s′ ) ] = 0.

Similarly, the well known decomposition of 𝑤0 (s + 𝜌) as the Weyl reflection for the highest root 𝜃 followed by translation
by v𝜃 leads to (A.5) also holding for 𝑤 = 𝑤0 (and therefore for any 𝑤 in the affine Weyl group Ŝ3 of 𝔰𝔩3). Consequently,
(A.6) continues to hold if 𝑠0 = −1, hence 𝑤0 · s = s.

Summarising, it follows that the W3 (u, v) S-matrix entry (A.1) vanishes when s lies on a shifted affine alcove boundary.
This obviously remains true if we swap s and v with r and u.

A.2. Identities for W3 (u, v) S-matrix elements. In many of the computations performed in this paper, for example those
in Section 5, the explicit formula for the W3 (u, v) S-matrix can largely be ignored. However, there are instances in which we
encounter sums and ratios of W3 (u, v) S-matrix elements. Here, we address some means for dealing with these instances.

We begin with a simple ratio calculation. For any 𝔰𝔩3-weight t = [𝑡1, 𝑡2], denote the character of the simple highest-
weight 𝔰𝔩3-module Lt by 𝜒t. Let 0 = [v − 3, 0, 0].

Proposition A.2. Let k be nondegenerate-admissible and [Γ(r, s)], [Γ(r′, s′)] ∈ Γu,v/ℤ3. Then,

(A.7)
SW3
[Γ (r,s) ],[Γ (r′,s′ ) ]

SW3
[Γ (r,0) ],[Γ (r′,s′ ) ]

= e2𝜋 i⟨s |r′+𝜌 ⟩ 𝜒s (𝜉s′ ).

Proof. Substituting (A.1) into the left-hand-side of (A.7) and simplifying gives

(A.8)
SW3
[Γ (r,s) ],[Γ (r′,s′ ) ]

SW3
[Γ (r,0) ],[Γ (r′,s′ ) ]

= e2𝜋 i⟨s |r′+𝜌 ⟩
∑

𝑤∈S3 det𝑤 e⟨𝑤 (s+𝜌 ) |𝜉s′ ⟩∑
𝑤∈S3 det𝑤 e⟨𝑤 (𝜌 ) |𝜉s′ ⟩

= e2𝜋 i⟨s |r′+𝜌 ⟩ 𝜒s (𝜉s′ ),

where the final equality is the Weyl character formula. ■

The roles of r and s in Proposition A.2 can be reversed to obtain a similar result involving the character 𝜒r of Lr instead.
Both of these results can be viewed as consequences of similar results for the S-matrix of Lℓ (𝔰𝔩3) for nonnegative integer
levels ℓ , see [59, Sec. 14.6.3] for example.

A generalisation that will prove useful in Section 6.2 requires a choice of a dominant integral 𝔰𝔩3-weight t. We define

(A.9) SW3
[Γ (r,s⊗t) ],[Γ (r′,s′ ) ]

≡
∑︁

t′
SW3
[Γ (r,s+t′ ) ],[Γ (r′,s′ ) ],
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where the sum runs over the (finitely many) weights t′ of Lt, with multiplicity, and t′ denotes the level-0 weight of 𝔰𝔩3
whose projection onto the weight space of 𝔰𝔩3 is t′. Note that we may define this sum for any dominant integral 𝔰𝔩3-weight
t, even if Γ(r, s + t′) ∉ Γu,v, by directly substituting the right-hand side of (A.1) for the W3 (u, v) S-matrix.

Proposition A.3. Let k be nondegenerate-admissible, [Γ(r, s)], [Γ(r′, s′)] ∈ Γu,v/ℤ3 and t be a dominant integral 𝔰𝔩3-
weight. Then,

(A.10) SW3
[Γ (r,s⊗t) ],[Γ (r′,s′ ) ]

= e2𝜋 i⟨s |r′+𝜌 ⟩ 𝜒t (𝜉s′ ) S
W3
[Γ (r,s) ],[Γ (r′,s′ ) ] .

Proof. Substituting (A.1) into the definition (A.9) gives

SW3
[Γ (r,s⊗t) ],[Γ (r′,s′ ) ]

=
1
√

3uv
e2𝜋 i(⟨r+𝜌 |s′+𝜌 ⟩+⟨s+𝜌 |r′+𝜌 ⟩) ∑︁

𝑤∈S3

det𝑤 e−2𝜋 i v
u ⟨𝑤 (r+𝜌 ) |r′+𝜌 ⟩(A.11)

·
∑︁

t′
e2𝜋 i⟨t′ |r′+𝜌 ⟩

∑︁
𝑤∈S3

det𝑤 e−2𝜋 i u
v ⟨𝑤 (s+𝜌 ) |s′+𝜌 ⟩e−2𝜋 i u

v ⟨𝑤 (t′ ) |s′+𝜌 ⟩ .

Since the weights of Lt differ by elements of the root lattice Q of 𝔰𝔩3, we may replace t′ by t in the first exponential on the
second line. Moreover, the weights of Lt are permuted by S3 so that

■(A.12) SW3
[Γ (r,s⊗t) ],[Γ (r′,s′ ) ]

= e2𝜋 i⟨t |r′+𝜌 ⟩
∑︁

t′
e−2𝜋 i u

v ⟨t′ |s′+𝜌 ⟩SW3
[Γ (r,s) ],[Γ (r′,s′ ) ] = e2𝜋 i⟨s |r′+𝜌 ⟩ 𝜒t (𝜉s′ ) S

W3
[Γ (r,s) ],[Γ (r′,s′ ) ] .

Again, the roles of r and s in this proposition can be reversed to obtain a similar result.
We have seen some identifications of ratios of W3 (u, v) S-matrix elements. Now, we turn to the evaluation of certain

sums of such elements. In particular, the proof of Theorem 6.5 requires the computation of a finite weighted sum of
S-matrix elements. By Proposition A.2, this is equivalent to a sum of weighted 𝔰𝔩3 characters and the characters turn out
to correspond to multiples of the fundamental weight 𝜔2. Given that 𝜒𝜔2 = e𝜔2 + e𝜔1−𝜔2 + e−𝜔1 and L𝑚𝜔2 is isomorphic
to the𝑚-th symmetric product of L𝜔2 , the character of L𝑚𝜔2 is

(A.13) 𝜒𝑚𝜔2 = ℎ𝑚 (e𝜔2 , e𝜔1−𝜔2 , e−𝜔1 ) ,

where ℎ𝑚 is the𝑚-th complete symmetric polynomial. The following proposition evaluates the required weighted sum.

Lemma A.4. Let 𝑥,𝑋1, 𝑋2, 𝑋3 ∈ ℂ be such that the 𝑋𝑖 are distinct and 𝑥 ≠ 𝑋 −1
𝑖 , for all 𝑖 = 1, 2, 3. Suppose further that

𝑋 v
1 = 𝑋 v

2 = 𝑋 v
3 for some v ∈ ℤ⩾3. Then,

(A.14)
v−3∑︁
𝑚=0

𝑥𝑚ℎ𝑚 (𝑋1, 𝑋2, 𝑋3) =
1 − 𝑥v𝑋 v

2
(1 − 𝑥𝑋1) (1 − 𝑥𝑋2) (1 − 𝑥𝑋3)

.

Proof. By computing a partial fraction decomposition for the standard generating function of the complete symmetric
polynomials, we arrive at the identity

(A.15) ℎ𝑚 (𝑋1, 𝑋2, 𝑋3) =
𝑋𝑚+2

1
(𝑋1 − 𝑋2) (𝑋1 − 𝑋3)

+
𝑋𝑚+2

2
(𝑋2 − 𝑋1) (𝑋2 − 𝑋3)

+
𝑋𝑚+2

3
(𝑋3 − 𝑋1) (𝑋3 − 𝑋2)

.

Since 𝑋 v
1 = 𝑋 v

2 = 𝑋 v
3 , explicit calculation now gives

v−3∑︁
𝑚=0

𝑥𝑚ℎ𝑚 (𝑋1, 𝑋2, 𝑋3)(A.16)

=
𝑋 2

1 (1 − 𝑥
v−2𝑋 v−2

1 )
(𝑋1 − 𝑋2) (𝑋1 − 𝑋3) (1 − 𝑥𝑋1)

+
𝑋 2

2 (1 − 𝑥
v−2𝑋 v−2

2 )
(𝑋2 − 𝑋1) (𝑋2 − 𝑋3) (1 − 𝑥𝑋2)

+
𝑋 2

3 (1 − 𝑥
v−2𝑋 v−2

3 )
(𝑋3 − 𝑋1) (𝑋3 − 𝑋2) (1 − 𝑥𝑋3)

=
𝑋 2

1 − 𝑥
v−2𝑋 v

2
(𝑋1 − 𝑋2) (𝑋1 − 𝑋3) (1 − 𝑥𝑋1)

+
𝑋 2

2 − 𝑥
v−2𝑋 v

2
(𝑋2 − 𝑋1) (𝑋2 − 𝑋3) (1 − 𝑥𝑋2)

+
𝑋 2

3 − 𝑥
v−2𝑋 v

2
(𝑋3 − 𝑋1) (𝑋3 − 𝑋2) (1 − 𝑥𝑋3)

=
1 − 𝑥v𝑋 v

2
(1 − 𝑥𝑋1) (1 − 𝑥𝑋2) (1 − 𝑥𝑋3)

.

■
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Proposition A.5. Let k be nondegenerate-admissible, [𝜆′] = [Γ(r′, s′)] ∈ Γu,v/ℤ3, [ 𝑗 ′] ∈ ℝ/ℤ, 𝜉s′ be as in (A.7) and
𝑥 = −e2𝜋 i(⟨r′+𝜌 |𝜔2 ⟩−( 𝑗 ′−𝜅 )) . Then,

(A.17)
v−3∑︁
𝑚=0

𝑥𝑚𝜒𝑚𝜔2 (𝜉s′ ) =
(
1 − e−2𝜋 iv( 𝑗 ′−𝜅 )e2𝜋 iv 𝑗 tw (𝜆′ )

) e3𝜋 i( 𝑗 ′−𝜅 )

8 sin(𝜋𝑐1) sin(𝜋𝑐2) sin(𝜋𝑐3)
,

where 𝑐𝑖 = ( 𝑗 ′ − 𝜅) − 𝑗 tw
(
∇𝑖 (𝜆′)

)
.

Proof. Note first that for each 𝔰𝔩3-weight 𝜔 , we have

(A.18)
(
e⟨𝜔 |𝜉s′ ⟩

)v
= e−2𝜋 iu⟨𝜔 |s′+𝜌 ⟩,

which is clearly invariant under shifting 𝜔 by elements of Q. It follows that if we set

(A.19) 𝑋1 = e⟨𝜔2 |𝜉s′ ⟩, 𝑋2 = e⟨𝜔1−𝜔2 |𝜉s′ ⟩ and 𝑋3 = e⟨−𝜔1 |𝜉s′ ⟩,

then 𝑋 v
1 = 𝑋 v

2 = 𝑋 v
3 . Applying Lemma A.4 now gives

(A.20)
v−3∑︁
𝑚=0

𝑥𝑚𝜒𝑚𝜔2 (𝜉s′ ) =
v−3∑︁
𝑚=0

𝑥𝑚ℎ𝑚 (𝑋1, 𝑋2, 𝑋3) =
1 − 𝑥v𝑋 v

2
(1 − 𝑥𝑋1) (1 − 𝑥𝑋2) (1 − 𝑥𝑋3)

.

Noting that

(A.21a) ⟨r′ + 𝜌 − u
v (s′ + 𝜌) |𝜔2⟩ = 1

3 (𝑟
′
1 + 2𝑟 ′2 + 3) − u

3v (𝑠
′
1 + 2𝑠′2 + 3) = 𝑗 tw

(
∇2 (𝜆′)

)
+ 1

2

and, similarly

(A.21b) ⟨r′ + 𝜌 − u
v (s′ + 𝜌) |𝜔1 − 𝜔2⟩ = 𝑗 tw (𝜆′) + 1

2 and ⟨r′ + 𝜌 − u
v (s′ + 𝜌) | − 𝜔1⟩ = 𝑗 tw

(
∇(𝜆′)

)
+ 1

2 ,

we obtain

(A.22) 𝑥𝑋1 = e−2𝜋 i( 𝑗 ′−𝜅 )e2𝜋 i𝑗 tw (∇2 (𝜆′ )) , 𝑥𝑋2 = e−2𝜋 i( 𝑗 ′−𝜅 )e2𝜋 i𝑗 tw (𝜆′ ) and 𝑥𝑋3 = e−2𝜋 i( 𝑗 ′−𝜅 )e2𝜋 i𝑗 tw (∇(𝜆′ ) ) .

Substituting into (A.20), we arrive at the desired result by observing that
∑

𝑖∈ℤ3 𝑗
tw (
∇𝑖 (𝜆′)

)
= − 3

2 . ■

A.3. Fusion rules for W3 (u, v). As the W3 minimal models are rational and 𝐶2-cofinite [6, 38], their fusion coefficients
may be computed from the Verlinde formula [51, 53]. However, these coefficients beautifully (and usefully!) factorise as
products of fusion coefficients for rational 𝔰𝔩3 minimal models.

Recall that for ℓ ∈ ℤ⩾0, the simple affine vertex operator algebra Lℓ (𝔰𝔩3) = A2 (ℓ + 3, 1) of level ℓ is rational and
𝐶2-cofinite [60]. Its simple modules are the integrable highest-weight 𝔰𝔩3-modules Lt whose highest weights t lie in Pℓ

⩾.
The fusion rules of Lℓ (𝔰𝔩3) take the form

(A.23) Lt × Lt′ ≃
⊕
t′′∈Pℓ

⩾

Nℓ t′′
t,t′ Lt′′ ,

where the fusion coefficients Nℓ t′′
t,t′ are known. We shall not try to write them out explicitly, but instead note that they may

be computed in several ways including the Kac–Walton formula [61–64]:

(A.24) Nℓ t′′
t,t′ =

∑︁
𝑤∈Ŝ3

𝑤 ·t′′∈Pℓ
⩾

det𝑤 N 𝑤 ·t′′
t,t′ .

Here, Ŝ3 is the affine Weyl group of 𝔰𝔩3, t = [𝑡1, 𝑡2] is the projection of t onto the weight space of 𝔰𝔩3, and N t′′
t,t′

denotes

the tensor product (Littlewood–Richardson) coefficients of the simple finite-dimensional 𝔰𝔩3-modules Lt:

(A.25) Lt ⊗ Lt′ ≃
⊕

t′′
N t′′

t,t′ Lt′′ .

We also mention that the Lℓ (𝔰𝔩3) fusion coefficients satisfy

(A.26) N
ℓ ∇(t′′ )
∇(t),t′ = N

ℓ ∇(t′′ )
t,∇(t′ ) = Nℓ t′′

t,t′ ,

where ∇ is defined in (2.10), see [59, Eq. (16.9)] for example.
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With this setup, we present the factorisation of the W3 minimal model fusion coefficients. Recall that Q denotes the
root lattice of 𝔰𝔩3.

Theorem A.6 ([48, Thm. 4.3]). Let k be nondegenerate-admissible. Then, the W3 (u, v) fusion coefficients are given by

(A.27) N
W3 [𝜆′′ ]
[𝜆],[𝜆′ ] = Nu−3 r′′

r,r′ Nv−3 s′′
s,s′ ,

where we choose the representatives 𝜆, 𝜆′, 𝜆′′ ∈ Γu,v of [𝜆], [𝜆′], [𝜆′′] ∈ Γu,v/ℤ3 so that:

• If u ∈ 3ℤ, then take s, s′, s′′ ∈ Q.
• If v ∈ 3ℤ, then take r, r′, r′′ ∈ Q.
• If u, v ∉ 3ℤ, then take either r, r′, r′′ ∈ Q or s, s′, s′′ ∈ Q (it does not matter which).

For example, the fusion coefficients for v = 3 take the form N
W3 [𝜆′′ ]
[𝜆],[𝜆′ ] = Nu−3 r′′

r,r′ , with r, r′, r′′ ∈ Q, because in this case
s = s′ = s′′ = [0, 0, 0]. It follows that the W3 (u, 3) fusion ring coincides with the subring of the Lu−3 (𝔰𝔩3) fusion ring
spanned by the L𝜆 with r = [𝜆1, 𝜆2] ∈ Q. That this indeed constitutes a subring follows easily from (A.24).

An simple but instructive example is provided by the minimal model W3 (5, 3). The𝔰𝔩3 weights r = [𝑟1, 𝑟2] corresponding
to L2 (𝔰𝔩3) are [0, 0], [1, 0], [0, 1], [2, 0], [0, 2] and [1, 1] (as usual when v = 3, we only have s = [0, 0]). Only the first
and the last lie in Q. Because [0, 0] corresponds to the vacuum module of L2 (𝔰𝔩3), there is only one nontrivial fusion rule:
L[0,1,1] × L[0,1,1] . To compute it, we start with the tensor product rule

(A.28) [1, 1] ⊗ [1, 1] = [2, 2] ⊕ [3, 0] ⊕ [0, 3] ⊕ 2[1, 1] ⊕ [0, 0] .

It is easy to check that the level-2 affinisations [−1, 3, 0] and [−1, 0, 3] of [3, 0] and [0, 3], respectively, are preserved by
the shifted action of the affine reflection 𝑤0 ∈ Ŝ3. They can therefore never be reflected into P2

⩾, hence the Kac–Walton
formula (A.24) shows that the modules corresponding to [3, 0] and [0, 3] do not appear in the fusion rule (in fact, they are
not even L2 (𝔰𝔩3)-modules). Similarly, the same reflection sends [−2, 2, 2] to [0, 1, 1], hence [2, 2] cancels one of the two
[1, 1]-modules. The L2 (𝔰𝔩3) fusion rule is thus

(A.29) L[0,1,1] × L[0,1,1] = L[0,1,1] ⊕ L[2,0,0]

and we thereby recover the well known fusion rules of the Yang–Lee Virasoro minimal model M(2, 5). Of course, this is
expected because W3 (5, 3) ≃ M(2, 5).
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