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Abstract. We use the newly developed technique of inverse quantum hamiltonian reduction to investigate the representation
theory of the simple affine vertex algebra A2 (u, 2) associated to 𝔰𝔩3 at level k = −3 + u

2 , for u ⩾ 3 odd. Starting from the
irreducible modules of the corresponding simple Bershadsky-Polyakov vertex operator algebras, we show that inverse reduction
constructs all irreducible lower-bounded weight A2 (u, 2)-modules. This proceeds by first constructing a complete set of coherent
families of fully relaxed highest-weight A2 (u, 2)-modules and then noting that the reducible members of these families degenerate
to give all remaining irreducibles. Using this fully relaxed construction and the degenerations, we deduce modular S-transforms
for certain natural generalised characters of these irreducibles and their spectral flows. With this modular data in hand, we verify
that the (conjectural) standard Verlinde formula predicts Grothendieck fusion rules with nonnegative-integer multiplicities.
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1. Introduction

This paper is a sequel, in a sense, to [57]. There, a classification was proven for the irreducible lower-bounded weight
modules of the simple affine vertex algebras associated to 𝔰𝔩3 at admissible levels. Moreover, the modular properties of the
characters of these irreducibles were computed for the level k = − 3

2 . Here, we use inverse quantum hamiltonian reduction
to extend this latter result to levels of the form k = −3 + u

2 , where u ∈ {3, 5, 7, . . .}. We will consider the much more
challenging (and interesting!) case of denominators greater than 2 in the future.
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1.1. Background. Affine vertex operator algebras are fundamental objects in modern mathematical physics. They are
also studied by pure mathematicians for their intrinsic beauty as well as their applications in combinatorics, geometry,
number theory, representation theory and the theory of tensor categories (to name just a few). Physically, they arise in many
different contexts, but perhaps most famously as the chiral symmetry algebras of certain two-dimensional conformal field
theories called Wess-Zumino-Witten models [74]. Under favourable circumstances, these models are rational conformal
field theories: their quantum state space decomposes, as a module over two commuting copies of the corresponding affine
vertex operator algebra, into a finite direct sum of irreducibles. However, there are also many reasons to study non-rational
Wess-Zumino-Witten models, see [14] for an example.

From a physical point of view, one of the hallmarks of a consistent conformal field theory is the modular invariance of
its partition function (the character of its quantum state space). On the mathematical side, a theorem of Zhu [75] shows
that certain generalised characters (one-point functions) span a representation of the modular group, assuming that the
vertex operator algebra satisfies some rather restrictive finiteness conditions. If one further restricts to strongly rational
vertex operator algebras, then Huang has proven that the module category is a (finite semisimple) modular tensor category
[45]. Given the physical expectation of modularity, it is therefore important to explore the modular properties of vertex
operator algebras that do not satisfy these restrictions.

One is thus naturally led to study the modularity of general affine vertex operator algebras. This is by no means
straightforward as one has to first identify a candidate category, classify its simple objects and then determine their
(generalised) characters. If an action of the modular group on these characters can be verified, then one is left with the
formidable task of verifying that this category closes under the fusion product and that this product equips the category with
a tensor structure. Finally, one wants to connect the modular and tensor structures by means of some sort of generalisation
of the Verlinde formula [72].

Natural examples with which to start include the affine vertex operator algebras associated to 𝔰𝔩2. However, early
attempts to further the modular program for them floundered [52,58]. Eventually, it was realised that the seemingly natural
choice for the category — the analogue of the BGG category 𝒪 — was not closed under fusion [42] and its characters did
not carry an action of the modular group [65]. A better candidate is the category of finitely generated weight modules: its
simple objects were classified in [4,6,41], their characters were determined in [55] and their modularity was demonstrated
in [23, 25]. However, this category is both nonfinite and nonsemisimple.

The latter works also showed that a natural generalisation of the Verlinde formula, called the standard Verlinde formula
in [24,70], correctly connected the modular structure of the weight category to what was then known [42,66] of the tensor
structure. Further work on elucidating this tensor structure has recently appeared (or been announced) [20, 22, 63].

With 𝔰𝔩2 affine vertex operator algebras reasonably well in hand, the next class of examples to attack are those associated
with 𝔰𝔩3. This turns out to be significantly more difficult. The simple objects of the weight module category, now with the
added restriction that the weight spaces are finite-dimensional, were classified in [12] using Gelfand–Tsetlin combinatorics.
An alternative general classification scheme was subsequently proposed in [56] based on Mathieu’s theory [60] of coherent
families and twisted localisation. This was carried out for 𝔰𝔩3 in [57] where one can find not only the classification of
irreducibles, described in terms of coherent families, but also the detailed structures of the reducible members of these
families. This was used to successfully investigate the modularity in the special case in which the level k of the affine
vertex operator algebra was set to − 3

2 .
As mentioned above, our goal with this paper is to generalise the modularity results of [57] to levels of the form

k = −3 + u
2 , for u ∈ {3, 5, 7, . . .}. This is by no means straightforward for the simple reason that k = − 3

2 , hence u = 3, is the
only level for which the characters of the irreducibles are linearly independent and thus suitable to determine the action
of the modular group. Unfortunately, the standard generalised characters (Zhu’s one-point functions) do not appear to be
computable. We need another approach.

1.2. Inverse quantum hamiltonian reduction. An exciting approach to the representation theory of affine vertex operator
algebras was recently introduced by Adamović in [2]. Building on an old idea of Semikhatov [71], this work showed
how to construct weight modules for the 𝔰𝔩2 affine vertex operator algebra from modules of the Virasoro algebra and a
certain free-field algebra. More generally, the idea is to construct affine modules from those of their W-algebras (and
free-field algebras). As W-algebras are typically defined from affine vertex operator algebras via quantum hamiltonian
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reduction [34,50], this construction technology has come to be known as inverse quantum hamiltonian reduction. We refer
to [3–5, 21, 29–31] for recent illustrations of this technology in action.

One big advantage of inverse reduction is that it yields characters for those affine weight modules that can be explicitly
constructed from W- and free-field modules. If the modularity of the latter are known and inverse reduction constructs
sufficiently many weight modules, then one can attack the modularity of the affine weight category. Happily, there are
many W-algebras that are known to be strongly rational, hence modular, including the regular (or principal) ones at
nondegenerate admissible level [10] and, more generally, the so-called exceptional ones of [13]. Moreover, techniques to
prove that inverse reduction constructs essentially all weight modules have recently been developed in [4, 5].

In the case of 𝔰𝔩3 affine vertex operator algebras, there are two non-trivial hamiltonian reductions: the regular reduction,
which produces the W3- (or Zamolodchikov) algebra, and the minimal reduction, which gives the Bershadsky–Polyakov
algebra. Inverse reduction constructs Bershadsky–Polyakov modules from W3-modules [5] and affine modules from
Bershadsky–Polyakov modules [3]. The modularity corresponding to the former inverse was analysed in [33]. Our
modularity study will use instead the latter one.

It is important here that we restrict to a level k whose denominator is 2. Then, the Bershadsky–Polyakov vertex
operator algebra is an exceptional W-algebra, hence is strongly rational [8]. Moreover, this implies that the weight modules
constructed by inverse reduction will have finite-dimensional weight spaces and so we have a classification of irreducibles
[56]. In this case, we expect that the category of finitely generated weight modules with finite-dimensional weight spaces
will be a (nonfinite nonsemisimple) modular tensor category. Our results here constitute a highly nontrivial first step
towards verifying this expectation.

We remark that when the denominator is greater than 2, inverse reduction will construct 𝔰𝔩3 affine vertex operator algebra
modules with infinite-dimensional weight spaces [3]. Unfortunately, it appears that there are currently no classification
results for these modules, nor even a good mathematical theory for them. We intend to report on progress towards such a
theory in the future.

1.3. Outline and results. We start Section 2 with a quick overview of 𝔰𝔩3 affine vertex operator algebras and their
representations. In particular, we introduce admissibility [52] as it pertains to highest-weight modules, characters and
modular transformations. We also emphasise the all-important issue of convergence regions for highest-weight characters.
The special case in which the level is a nonnegative integer is discussed, as it and the corresponding fusion rules will be
useful later.

Section 2.5 takes us beyond highest-weight modules, recalling Mathieu’s coherent families and (twisted) localisation
functors. These are used to understand the irreducible weight modules of 𝔰𝔩3 affine vertex operator algebras, following
[56,57]. In Section 2.6, we study localisations of the highest-weight modules when k = −3+ u

2 , identifying the submodule
structure of the results and proving that their characters vanish identically when convergence regions are ignored.

In Section 3, we introduce the minimal quantum hamiltonian reductions of the 𝔰𝔩3 affine vertex operator algebras,
namely the Bershadsky–Polyakov algebras. These are strongly rational when k = −3 + u

2 and our goal is to determine
the modular properties of their irreducible characters and so derive their fusion rules. In principle, these results could be
deduced as special cases of the work of Arakawa and van Ekeren on exceptional W-algebras [13]. However, we prefer a
more pedagogical approach that computes the characters directly from the definition of minimal reduction.

We mention that our proof of the modularity of these characters is different and may be of independent interest. The
method employed in [13, Thm. 10.4] is transcendental, following [38], involving a l’Hôpital limit in a direction specified
by an (almost) arbitrary element 𝑥 in the weight space. This results in a curious situation in which the S-matrix appears to
depend on 𝑥 , but actually (and rather nontrivially) does not. Our approach, detailed in Theorem 3.14, avoids such a choice
of 𝑥 and instead directly expresses the S-matrix in terms of 𝔰𝔩3 data. More precisely, the Bershadsky–Polyakov S-matrix
is revealed to be a sum of 𝔰𝔩3 S-matrix coefficients, each dressed with a phase involving a ratio of T-matrix coefficients
related by spectral flow and a localisation of the corresponding highest-weight module. It would be very interesting to
investigate generalisations of this identification in other examples.

Section 4 then reviews inverse quantum hamiltonian reduction in the special case in which one constructs modules for
𝔰𝔩3 affine vertex operator algebras from those of the Bershadsky–Polyakov algebra, the bosonic ghost algebra and its lattice
bosonisation. This inverse quantum hamiltonian reduction is originally due to [3], but our explicit formulae are a little
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different. We review the representation theory and modularity of the weight categories of the latter. As far as we can tell,
the modular properties of the lattice bosonisation are new (see Proposition 4.4).

We finally commence in Section 5 our study of the modularity of the weight module category of the 𝔰𝔩3 affine vertex
operator algebras with k = −3 + u

2 , u ∈ {3, 5, 7, . . .}. Our first main result (Theorem 5.1) is that inverse reduction
constructs a complete set of “fully relaxed” modules. This proceeds by comparing their top spaces with the coherent
family classification of [57]. For this, one needs to analyse the “degeneration” of the reducible fully relaxed modules into
semirelaxed and highest-weight modules.

Recalling that the spectral flows of the fully relaxed characters are linearly dependent unless u = 3, we notice that
inverse reduction naturally defines generalised characters that are always linearly independent. The modular S-transform
of these generalised characters then follows easily in Theorem 5.3. This result, expressed in terms of Bershadsky–Polyakov
and free-field data is a little complicated. Much of this complication however evaporates upon swapping the free-field
parametrisation for a Lie-theoretic one. The fully relaxed S-matrix is thus found (Corollary 5.4) to be proportional to the
Bershadsky–Polyakov S-matrix of Theorem 3.14. Moreover, the proportionality constant is a pure phase depending only
on 𝔰𝔩3 data, namely spectral flows and weights.

With the fully relaxed modular S-transform in hand, we turn to that of the semirelaxed modules. Here, the degeneration
of the reducible fully relaxed modules is converted into coresolutions for the semirelaxed modules in terms of fully relaxed
ones [26]. From these, we extract the semirelaxed S-transforms (Proposition 5.7 and Theorem 5.9). A similar, but more
involved, analysis extends these results to the highest-weight generalised characters (Theorem 5.12). In particular, the
S-transform of the vacuum module’s generalised character is obtained in Corollary 5.13.

We complete our modularity study by substituting our results into the standard Verlinde formula of [24, 70]. This is
a conjectural generalisation of the famous Verlinde formula for fusion coefficients that is expected to apply to weight
categories for affine vertex operator algebras and W-algebras, see [23, 25, 33, 57, 67]. In Theorem 5.15, we find that this
formula predicts that the fusion product of two fully relaxed modules decomposes, for generic parameters, as a direct sum
of fully relaxed modules. The explicit formula is a nontrivial generalisation of the corresponding result of [57] for u = 3,
from which it differs by the appearance of Bershadsky–Polyakov fusion coefficients and the order-3 outer automorphism
∇ of 𝔰𝔩3.

We finish by further testing our results’ consistency by deducing predictions for the (Grothendieck) fusion rules
involving semirelaxed and highest-weight modules (Corollary 5.16). In each case, our computations result nontrivially
in nonnegative-integer multiplicities, confirming our methodology. We view these results as strong affirmations of our
hypothesis that inverse quantum hamiltonian reduction is the tool of choice to explore the structure of weight module
categories for general affine vertex operator algebras and W-algebras.

Acknowledgements. We thank Jethro van Ekeren for valuable discussions concerning the modularity of exceptional
W-algebras. JF’s research is supported by a University of Melbourne Establishment Grant. CR’s research is supported by
the Australian Research Council Discovery Project DP200100067. DR’s research is supported by the Australian Research
Council Discovery Project DP210101502 and an Australian Research Council Future Fellowship FT200100431.

2. Admissible-level 𝔰𝔩3 minimal models

We start by constructing the universal and simple affine vertex operator algebras associated to 𝔰𝔩3 at a noncritical level
k ≠ −3. This is complemented by a review of some aspects of the representation theory of the latter, when k is admissible,
starting with highest-weight modules and moving on to weight modules with finite multiplicities.

2.1. Vertex operator algebras associated to 𝔰𝔩3. Let 𝐸𝑖 𝑗 denote the 3× 3 elementary matrix with 1 in the (𝑖, 𝑗) entry and
0 elsewhere. We will work with the following basis of the complex simple Lie algebra 𝔰𝔩3:

(2.1) 𝑓 3 = 𝐸31,
𝑓 1 = 𝐸21,

𝑓 2 = 𝐸32,

ℎ1 = 𝐸11 − 𝐸22,

ℎ2 = 𝐸22 − 𝐸33,

𝑒1 = 𝐸12,

𝑒2 = 𝐸23,
𝑒3 = 𝐸13.
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The Lie bracket is given by the matrix commutator. We let 𝔥 = spanℂ{ℎ1, ℎ2} be the Cartan subalgebra and normalise the
Killing form such that the nonzero entries are given by

(2.2) ⟨𝑒𝑖 , 𝑓 𝑗 ⟩ = ⟨𝑓 𝑗 , 𝑒𝑖⟩ = 𝛿𝑖 𝑗 , ⟨ℎ𝑘 , ℎℓ⟩ = 𝐴𝑘ℓ , 𝑖, 𝑗 = 1, 2, 3; 𝑘, ℓ = 1, 2.

Here, 𝐴𝑘ℓ denotes the corresponding entry of the Cartan matrix 𝐴 =
( 2 −1
−1 2

)
. The bilinear form induced on the weight

space 𝔥∗ will also be denoted by ⟨−,−⟩ as will the pairing between 𝔥 and its dual.
For 𝑖 = 1, 2, let 𝛼𝑖 , ℎ𝑖 , 𝜔𝑖 and 𝑔𝑖 denote the simple roots, simple coroots, fundamental weights and fundamental

coweights of 𝔰𝔩3, respectively. Their ℤ-spans are the root lattice Q ⊂ 𝔥∗, coroot lattice Q∨ ⊂ 𝔥, weight lattice P ⊂ 𝔥∗ and
coweight lattice P∨ ⊂ 𝔥, respectively. We denote the highest root by 𝛼3 = 𝛼1 + 𝛼2. The Weyl reflection defined by 𝛼𝑖 ,
𝑖 = 1, 2, 3, will be denoted by w𝑖 . These reflections generate the Weyl group S3 of 𝔰𝔩3.

The untwisted affine Kac–Moody algebra 𝔰𝔩3 is the Lie algebra specified, for 𝑥,𝑦 ∈ 𝔰𝔩3 and𝑚,𝑛 ∈ ℤ, by

(2.3) 𝔰𝔩3 = 𝔰𝔩3 [𝑡, 𝑡−1] ⊕ ℂ𝐾, [𝑥𝑚, 𝑦𝑛] = [𝑥,𝑦]𝑚+𝑛 +𝑚⟨𝑥,𝑦⟩𝛿𝑚+𝑛,0𝐾, [𝔰𝔩3, 𝐾] = 0.

Here for brevity, we set 𝑥𝑚 = 𝑥𝑡𝑚 , where 𝑥 ∈ 𝔰𝔩3 and𝑚 ∈ ℤ. We extend our notation for simple (co)roots, fundamental
(co)weights and Weyl reflections from 𝔰𝔩3 to 𝔰𝔩3 by allowing the index 𝑖 to also take value 0, trusting that context will
distinguish them where necessary. For example, the Weyl vector of 𝔰𝔩3 is 𝜌 = 𝜔0 + 𝜔1 + 𝜔2.

Definition 2.1. The universal affine vertex algebra Vk (𝔰𝔩3) at level k ∈ ℂ is the parabolic Verma 𝔰𝔩3-module obtained by
taking the trivial 𝔰𝔩3 [𝑡]-module, letting 𝐾 act as multiplication by k, and inducing. The vertex algebra structure is strongly
and freely generated by fields

(2.4) 𝑥 (𝑧) =
∑︁
𝑛∈ℤ

𝑥𝑛𝑧
−𝑛−1, 𝑥 ∈ 𝔰𝔩3,

that satisfy the following operator product expansion relations:

(2.5) 𝑥 (𝑧)𝑦 (𝑤) ∼ ⟨𝑥,𝑦⟩ k1
(𝑧 −𝑤)2

+ [𝑥,𝑦] (𝑤)
𝑧 −𝑤 , 𝑥,𝑦 ∈ 𝔰𝔩3 .

We shall throughout denote the identity field of a given vertex operator algebra by 1, trusting that this will not cause any
confusion.

For k ≠ −3, we can introduce a conformal structure on Vk (𝔰𝔩3) via the Sugawara construction. The resulting energy-
momentum tensor has the form

(2.6) 𝑇 (𝑧) = 1
2(k + 3)

3∑︁
𝑖=1

[
1
3

:ℎ𝑖ℎ𝑖 :(𝑧) − 𝜕ℎ𝑖 (𝑧) + 2:𝑒𝑖 𝑓 𝑖 :(𝑧)
]
,

where ℎ3 = ℎ1 + ℎ2 ∈ 𝔰𝔩3. The mode expansion 𝑇 (𝑧) = ∑
𝑛∈ℤ𝑇𝑛𝑧

−𝑛−2 generates a representation of the Virasoro algebra
with central charge

(2.7) ĉ(k) = 8k
k + 3

.

The strong generators 𝑥 (𝑧), 𝑥 ∈ 𝔰𝔩3, of Vk (𝔰𝔩3) are primary fields of conformal weight 1 with respect to 𝑇 (𝑧).

Theorem 2.2 ([44, Thm. 0.2.1]). The vertex operator algebra Vk (𝔰𝔩3), k ≠ −3, is simple unless k satisfies

(2.8) k + 3 =
u

v
, u ∈ ℤ⩾2, v ∈ ℤ⩾1, gcd{u, v} = 1.

Being a parabolic Verma module, Vk (𝔰𝔩3) has a unique simple quotient.

Definition 2.3. The level k is admissible if (2.8) holds with u ∈ ℤ⩾3. When (2.8) holds, we shall denote the simple quotient
of Vk (𝔰𝔩3) by A2 (u, v) and refer to the resulting vertex operator algebra as an 𝔰𝔩3 minimal model.

2.2. Highest-weight representation theory. It is well known [39] that being a Vk (𝔰𝔩3)-module is equivalent to being
a “smooth” 𝔰𝔩3-module of level k. The subcategory of A2 (u, v)-modules is far more interesting. For k admissible, the
irreducible highest-weight A2 (u, v)-modules were classified by Arakawa (see Theorem 2.6 below). However, if v ≠ 1,
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then these are far from the only irreducible A2 (u, v)-modules. For example, there are irreducible relaxed highest-weight
modules and their spectral flows (see Section 2.6).

In [52], the notion of admissible weight of an affine Kac–Moody algebra was introduced. We specialise this notion to
𝔰𝔩3, following [61]. Let P𝑛

⩾ denote the set of 𝔰𝔩3-weights 𝜇 whose Dynkin labels (𝜇0, 𝜇1, 𝜇2) are nonnegative integers that
sum to 𝑛. Let w · 𝜇 = w (𝜇 + 𝜌) − 𝜌 denote the shifted action of the Weyl group of 𝔰𝔩3.

Definition 2.4. Given an admissible level k, a level-k weight of 𝔰𝔩3 is said to be admissible if it has the form

(2.9) 𝜇 = 𝑦𝜇 ·
(
𝜇𝐼 − u

v 𝜇
𝐹,𝑦𝜇

)
, 𝑦𝜇 ∈ {id,w1}, 𝜇𝐼 ∈ Pu−3

⩾ , 𝜇𝐹,𝑦𝜇 ∈ Pv−1
⩾ , 𝜇

𝐹,w1
1 ≠ 0.

We shall denote this k-dependent set of admissible 𝔰𝔩3-weights by Admu,v.

The set of admissible weights is naturally partitioned [51, Prop. 2.1] as follows:

(2.10) Admu,v = Admid
u,v ⊔ Admw1

u,v .

Here, Adm𝑦
u,v denotes the subset of admissible weights 𝜇 with 𝑦𝜇 = 𝑦.

Let L̂𝜇 denote the irreducible level-k highest-weight 𝔰𝔩3-module of highest weight 𝜇. This module is smooth and so
admits an action of Vk (𝔰𝔩3). For k ≠ −3, it is graded by the eigenvalue of the Virasoro zero mode𝑇0 and, by the Sugawara
construction (2.6), the minimal eigenvalue is

(2.11) Δ̂𝜇 =
⟨𝜇, 𝜇 + 2𝜌⟩
2(k + 3) .

We recall the following quite general definitions.

Definition 2.5. Consider a module that is graded by the eigenvalues of the action of some fixed Virasoro zero mode.

• Such a module is said to be lower bounded if the real parts of these grades have an absolute minimum.
• The top space of a lower-bounded module is then the (generalised) eigenspace corresponding to this minimal grade.

It follows that L̂𝜇 is always lower bounded and its top space may be identified with the irreducible highest-weight 𝔰𝔩3-
module L𝜇 of highest weight 𝜇 = 𝜇1𝜔1 + 𝜇2𝜔2. If 𝜇 ∈ Admid

u,v, then the top space of L̂𝜇 is finite-dimensional if and only if
𝜇𝐹,id = 0. If 𝜇 ∈ Admw1

u,v, then the top space is always infinite-dimensional because (2.9) gives 𝜇1 = −𝜇𝐼1−2+ u
v 𝜇

𝐹,w1
1 ∉ ℤ⩾0.

The admissible weights turn out to be relevant to the classification of highest-weight A2 (u, v)-modules.

Theorem 2.6 ([11, Main Thm.]). When k is admissible, every highest-weight A2 (u, v)-module is irreducible. Moreover,
L̂𝜇 is an A2 (u, v)-module if and only if 𝜇 ∈ Admu,v.

Given a level-k 𝔰𝔩3-module M̂, its formal character is defined to be

(2.12) ch
[
M̂

]
= q−ĉ(k)/24 ∑︁

𝜆∈𝔥̂∗
dim M̂ (𝜆) e𝜆,

where 𝔥̂ = spanℂ{ℎ1
0, ℎ

2
0, 𝐾, 𝐿0}, M̂ (𝜆) is the weight space of weight 𝜆, and e𝜆 is a formal exponential. It is common to

make this concept more concrete by writing 𝜆 as a linear combination of basis elements of 𝔥̂ and defining new variables
as exponentials of the coefficients. For example,

(2.13) ch
[
M̂

] (
z1, z2; q

)
= tr

M̂
z
ℎ1

0
1 z

ℎ2
0

2 q𝑇0−ĉ(k)/24 .

We omit, for brevity, the variable corresponding to 𝐾 as it would only contribute a constant prefactor.
When M̂ = L̂𝜇 and 𝜇 ∈ Admu,v, there is a character formula generalising that of Weyl.

Theorem 2.7 ([52, Thm. 1]). Let k be admissible and let 𝜇 ∈ Admu,v. Then, the formal character of L̂𝜇 is

(2.14) ch
[
L̂𝜇

]
=

∑
𝑤∈Ŵ(𝜇 ) det𝑤 e𝑤 ·𝜇∑
𝑤∈Ŵ(0) det𝑤 e𝑤 ·0

,

where Ŵ(𝜆) is the integral affine Weyl group of 𝜆 ∈ 𝔥̂∗, defined to be the subgroup generated by the affine Weyl reflections
corresponding to the real roots 𝛼 satisfying ⟨𝜆 + 𝜌, 𝛼∨⟩ ∈ ℤ.
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There are also formulae for the modular transforms of these characters. For this, we write z1 = e2𝜋 i𝜁1 , z2 = e2𝜋 i𝜁2 and
q = e2𝜋 i𝜏 .

Theorem 2.8 ([52, Thm. 2(c)]). Let k be admissible and let 𝜇 ∈ Admu,v. Write 𝜇 in the form (2.9) and let 𝜇𝐹 = 𝑦𝜇 (𝜇𝐹,𝑦𝜇 ).
Then, the S-transform of the character of L̂𝜇 is given, up to an omitted automorphy factor, by

ch
[
L̂𝜇

] ( 𝜁1
𝜏
,
𝜁2
𝜏

;− 1
𝜏

)
=

∑︁
𝜈∈Admu,v̂

S𝜇,𝜈 ch
[
L̂𝜈

] (
𝜁1, 𝜁2;𝜏

)
,(2.15a)

Ŝ𝜇,𝜈 =
−i
√

3uv
det(𝑦𝜇𝑦𝜈 ) e2𝜋 i

(
⟨𝜇𝐼 +𝜌,𝜈𝐹 ⟩+⟨𝜇𝐹 ,𝜈𝐼 +𝜌 ⟩−⟨𝜇𝐹 ,𝜈𝐹 ⟩u/v

) ∑︁
w∈S3

det(w) e−2𝜋 i⟨w (𝜇𝐼 +𝜌 ),𝜈𝐼 +𝜌⟩v/u.(2.15b)

The T-transform is given by

(2.16) ch
[
L̂𝜇

] (
𝜁1, 𝜁2;𝜏 + 1

)
= T̂𝜇 ch

[
L̂𝜇

] (
𝜁1, 𝜁2;𝜏

)
, T̂𝜇 = e−2𝜋 i/3e𝜋 i∥𝜇+𝜌 ∥2v/u.

We mention that automorphy factors, which we shall ignore throughout, are certain nonconstant exponential prefactors
that should appear in (2.15a). They depend on the modular parameters, here 𝜁1, 𝜁2 and 𝜏 , but not on the module’s
parameters, here 𝜇. These factors may be removed from (2.15b), without changing the S-matrix Ŝ, by reinserting in (2.13)
the additional variable corresponding to the central element 𝐾 . This new variable of course undergoes nontrivial modular
transformations, see [48, §13] and [37, §14.5] for further discussion.

Remark 2.9. An important observation is that when v > 1, the characters of the L̂𝜇 with 𝜇 ∈ Admu,v do not converge for
all (z1, z2) ∈ ℂ2 \ {0} and 0 < |q| < 1. In fact, there are infinitely many q-dependent disjoint convergence regions in which
to expand a character in terms of z1 and z2, only one of which corresponds to (2.13). Worse, the modular S-transform
(2.15a) does not respect these convergence regions and so (2.15b) does not, strictly speaking, hold for the characters (2.13)
but only for their meromorphic extensions to (z1, z2) ∈ ℂ2 [65]. We will explain in Section 3.6 why this is not a problem
for the application at hand.

2.3. Automorphisms and twists. The automorphisms of the root system of 𝔰𝔩3 form the dihedral group D6. This is
the product of the Weyl group S3 with the order-two group generated by the Dynkin symmetry d that exchanges the
simple roots. The conjugation automorphism, which negates all roots, is 𝜐 = w3d. Each such automorphism Ω lifts to an
automorphism of the root system of 𝔰𝔩3. It also lifts, albeit nonuniquely, to an automorphism of 𝔰𝔩3 itself that preserves 𝐾 ,
maps the root space labelled by the root 𝛼 to that labelled by Ω(𝛼) and (by extending to a completion) also preserves 𝑇0.
However, the relations satisfied by the Ω need not be satisfied by these lifts. Instead, we only have a projective action of
the root system’s automorphism group D6 on 𝔰𝔩3.

This is enough for each root system automorphism Ω to induce a functor Ω∗ on the category of level-k 𝔰𝔩3-modules
(and thus to the categories of Vk (𝔰𝔩3)- and A2 (u, v)-modules). We define Ω∗ elementwise.

Definition 2.10. Let M be a level-k 𝔰𝔩3-module and Ω a 𝐾-preserving automorphism of 𝔰𝔩3. The level-k 𝔰𝔩3-module
Ω∗ (M) is then the vector space

{
Ω∗ (𝑣) : 𝑣 ∈ M

}
(isomorphic to M) equipped with the following 𝔰𝔩3-action:

(2.17) 𝑥 Ω∗ (𝑣) = Ω∗
(
Ω−1 (𝑥)𝑣

)
, 𝑥 ∈ 𝔰𝔩3, 𝑣 ∈ M.

It is easy to check that Ω∗ (M) is weight if M is, hence that Ω∗ is an invertible endofunctor of the category of level-k
weight 𝔰𝔩3-modules. In particular, these functors are exact and preserve irreducibility.

The action (2.17) indeed maps a weight vector 𝑣 of weight 𝜆 to one of weight Ω(𝜆). Dropping the stars that distinguish
functors from automorphisms, this follows from the orthogonality of Ω:

(2.18) ℎΩ(𝑣) = Ω
(
Ω−1 (ℎ)𝑣

)
=
〈
𝜆,Ω−1 (ℎ)

〉
Ω(𝑣) =

〈
Ω(𝜆), ℎ

〉
Ω(𝑣), ℎ ∈ 𝔥.

Applying the functor Ω to an irreducible highest-weight 𝔰𝔩3-module thus results in an irreducible highest-weight module
with respect to a different Borel subalgebra. (The new module is nevertheless still lower bounded because Ω(𝐿0) = 𝐿0.)
Only when Ω = id or d is the Borel preserved; the latter case gives

(2.19) d(L̂𝜇) � L̂d(𝜇 ) .
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As noted in Definition 2.10, this construction of invertible endofunctors extends to 𝐾-preserving automorphisms of 𝔰𝔩3.
In particular, the spectral flow automorphisms define functors that need not preserve conformal weights. These are the
pure translations of the extended affine Weyl group in which the coroot lattice Q∨ is replaced by the coweight lattice P∨.
We denote the spectral flow automorphism (and its corresponding invertible endofunctor) corresponding to the coweight
𝑔 ∈ P∨ by 𝜎𝑔. Its action on 𝔰𝔩3 is given explicitly by

(2.20)
𝜎𝑔 (𝑒𝑖𝑛) = 𝑒𝑖𝑛−⟨𝛼𝑖 ,𝑔⟩, 𝜎𝑔 (ℎ𝑛) = ℎ𝑛 − ⟨𝑔, ℎ⟩𝛿𝑛,0𝐾,

𝜎𝑔 (𝑓 𝑖𝑛 ) = 𝑓 𝑖𝑛+⟨𝛼𝑖 ,𝑔⟩, 𝜎𝑔 (𝐿𝑛) = 𝐿𝑛 − 𝑔𝑛 + 1
2 ∥𝑔∥

2𝛿𝑛,0𝐾,
𝑖 = 1, 2, 3; ℎ ∈ 𝔥; 𝑛 ∈ ℤ.

It is easy to check that the expected dihedral relation

(2.21) Ω𝜎𝑔Ω−1 = 𝜎Ω (𝑔) , Ω ∈ D6, 𝑔 ∈ P∨,

holds projectively on 𝔰𝔩3.
It follows that spectral flow defines invertible endofunctors on the category of level-k 𝔰𝔩3-modules, as per Definition 2.10,

and that the dihedral relations (2.21) are satisfied functorially. These functors moreover restrict [59] to the categories of
Vk (𝔰𝔩3)- and A2 (u, v)-modules. We remark that while the functors Ω induced from the automorphisms of the root system
of 𝔰𝔩3 preserve lower-boundedness, the same is not true for spectral flow functors.

We conclude by recording how spectral flow modifies the 𝔰𝔩3-weight 𝜆 and conformal weight Δ̂ of a weight vector 𝑣 in
a level-k 𝔰𝔩3-module. Using (2.17) and (2.20), we find that the 𝔰𝔩3-weight and conformal weight of 𝜎𝑔 (𝑣) are given by

(2.22) 𝜆 + k⟨𝑔,−⟩ and Δ̂ + ⟨𝜆,𝑔⟩ + 1
2 ∥𝑔∥

2k,

respectively, where ⟨𝑔,−⟩ ∈ 𝔥∗. It follows that the character of a level-k 𝔰𝔩3-module M̂ and that of its spectral flows are
related by

(2.23) ch
[
𝜎𝑔 (M̂)

] (
z1, z2; q

)
= z
⟨𝑔,ℎ1 ⟩k
1 z

⟨𝑔,ℎ2 ⟩k
2 q∥𝑔∥

2k/2 ch
[
M̂

] (
z1q

𝑔1 , z2q
𝑔2 ; q

)
, 𝑔 ∈ P∨,

where 𝑔 = 𝑔1ℎ
1 + 𝑔2ℎ

2.

2.4. SU3 Wess-Zumino-Witten models. The simple affine vertex operator algebras with k ∈ ℤ⩾0, such levels being
admissible with v = 1, were introduced by Witten [74] as the chiral algebras of noncritical string theories called Wess-
Zumino-Witten models. Here, the target space of the string theory is a compact simple Lie group that is connected and
simply connected. The models on SU3 thus correspond to the A2 (u, 1), with u ∈ {3, 4, 5, . . .}. The representation theory
was subsequently worked out in [43] and reformulated rigorously in the language of vertex algebras in [39]. Here, we
review a few aspects that will be needed in what follows.

We first note that when v = 1, the admissible weights (2.9) all have 𝑦𝜇 = id and 𝜇𝐹,𝑦𝜇 = 0, hence 𝜇 = 𝜇𝐼 ∈ Pu−3
⩾ . More

importantly, the L̂𝜇 with 𝜇 ∈ Pu−3
⩾ form a complete set of irreducible A2 (u, 1)-modules. This is a consequence of the

following fundamental results.

Theorem 2.11 ([39, Thm. 3.1.3] and [75, §5.3]). The 𝔰𝔩3 minimal model vertex operator algebras A2 (u, 1), with u ∈
{3, 4, 5, . . .}, are 𝐶2-cofinite and rational.

Theorem 2.12 ([1, Cor. 5.7]). Every irreducible module of a 𝐶2-cofinite vertex operator algebra is highest-weight with a
finite-dimensional top space.

Another consequence, although this was already noted in [47], is that the characters of the irreducible A2 (u, 1)-modules
L̂𝜆 , 𝜆 ∈ Pu−3

⩾ , converge for all (z1, z2) ∈ ℂ2 \ {0} and 0 < |𝑞 | < 1, so that the issue mentioned in Remark 2.9 does not
arise. The S-matrix (2.15b) also simplifies considerably for A2 (u, 1), taking the form [49]:

(2.24) Ŝ(u,1)
𝜆,𝜆′ =

−i
√

3u

∑︁
w∈S3

det(w) e−2𝜋 i⟨w (𝜆+𝜌 ),𝜆′+𝜌 ⟩/u, 𝜆, 𝜆′ ∈ Pu−3
⩾ .

If we use this formula to extend the definition of Ŝ(u,1)
𝜆,𝜆′ to 𝜆, 𝜆′ ∈ P, then the extension satisfies

(2.25) Ŝ(u,1)
w ·𝜆,𝜆′ = Ŝ(u,1)

𝜆,w ·𝜆′ = det(w) Ŝ(u,1)
𝜆,𝜆′ , w ∈ S3, 𝜆, 𝜆

′ ∈ P.
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In fact, this identity also holds for w in the affine Weyl group Ŝ3 of 𝔰𝔩3 because this extends S3 by translations whose
shifted action amounts to adding to 𝜆 or 𝜆′ an element of uQ∨.

Another consequence of Theorem 2.11 is that the fusion products of A2 (u, 1) are completely reducible and the fusion
multiplicities are given by the Verlinde formula [45,72]. Let ∅ = (u− 3, 0, 0) ∈ Pu−3

⩾ denote the 𝔰𝔩3-weight corresponding
to the vacuum module of A2 (u, 1). Then, the fusion rules of A2 (u, 1) take the form

(2.26a) L̂𝜆 ⊠ L̂𝜇 �
⊕

𝜈∈Pu−3
⩾

ℕ̂
(u,1) 𝜈
𝜆,𝜇

L̂𝜈 , 𝜆, 𝜇 ∈ Pu−3
⩾ ,

where the fusion multiplicities (or fusion coefficients) are given by

(2.26b) ℕ̂
(u,1) 𝜈
𝜆,𝜇

=
∑︁

Λ∈Pu−3
⩾

Ŝ(u,1)
𝜆,Λ

Ŝ(u,1)
𝜇,Λ

(
Ŝ(u,1)
𝜈,Λ

)∗
Ŝ(u,1)∅,Λ

, 𝜆, 𝜇, 𝜈 ∈ Pu−3
⩾ ,

and the star denotes complex conjugation.
Although it is perhaps not obvious from (2.26b), a fundamental fact about A2 (u, 1) fusion coefficients is that they vanish

unless the projection of 𝜆 + 𝜇 − 𝜈 onto 𝔥∗ belongs to Q. This is an easy consequence of the definition of fusion in terms of
3-point correlation functions. It may also be viewed as a corollary of the Kac–Walton formula for fusion coefficients [73].

2.5. Finite-multiplicity weight modules for 𝔰𝔩3. We pause to briefly recall a few useful facts about the classification
of weight 𝔰𝔩3-modules with finite multiplicities (meaning that each weight space has finite dimension). This was first
achieved in [17], using seminal work of Fernando [36]. We shall however review Mathieu’s approach using coherent
families of dense modules [60] as it generalises to all reductive Lie algebras.

Definition 2.13. A dense module over a reductive Lie algebra is a weight module whose set of weights coincides with a
translate of the root lattice.

Every irreducible finite-multiplicity weight module is isomorphic to one obtained by inducing a dense module over the
Levi factor of a parabolic subalgebra [36, Thms. 4.18 and 5.2]. For 𝔰𝔩3, this means that there are three distinct classes of
irreducible finite-multiplicity weight modules:

• The irreducible highest-weight modules, corresponding to the Levi factor 𝔥 (and some choice of Borel subalgebra).
• The irreducible finite-multiplicity dense modules, corresponding to the Levi factor 𝔰𝔩3.
• The irreducible weight modules corresponding to a Levi factor isomorphic to 𝔤𝔩2. The set of weights of one of these

modules is a translate of the “half-lattice” ℤ⩾0𝛼 ⊕ ℤ𝛽, for some roots 𝛼, 𝛽 with 𝛼 ≠ ±𝛽.

Definition 2.14. A semidense 𝔰𝔩3-module is a weight module whose set of weights is a translate of ℤ⩾0𝛼 ⊕ ℤ𝛽, for some
roots 𝛼, 𝛽 with 𝛼 ≠ ±𝛽.

As semidense modules are induced from dense 𝔤𝔩2-modules, we shall concentrate on the theory of dense modules.
It turns out that irreducible dense modules with finite multiplicities only exist when the simple ideals of the Lie algebra

are of types A or C [36]. Moreover, the (nonzero) multiplicities of such a module are constant. One of Mathieu’s key
observations was that these dense modules come in families whose members are (mostly) only distinguished by which
translate of the root lattice coincides with their set of weights. Taking a direct sum of such modules over all (distinct)
translates then results in a module dubbed a coherent family.

Definition 2.15 ([60]). A coherent family for a simple Lie algebra 𝔤, with Cartan subalgebra 𝔤0, is a weight module C

satisfying the following properties:

• Every 𝜇 ∈ 𝔤∗0 is a weight of C and every weight has the same (finite) multiplicity.
• Given any 𝑈 in the universal enveloping algebra of 𝔤 that commutes with 𝔤0, the function taking 𝜇 ∈ 𝔤∗0 to the trace of
𝑈 in the weight space of C with weight 𝜇 is polynomial.

A coherent family is irreducible if it has an irreducible dense direct summand.
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Figure 1. An illustration of how localisation transforms an irreducible highest-weight module, with
uniformly bounded multiplicities, into a reducible semidense module, also with uniformly bounded
multiplicities. At left, the position of each number specifies a weight of L𝜆 (we take 𝜆1 ∉ ℤ and 𝜆2 = 3
for definiteness). The number itself gives the multiplicity of this weight. At right, the weights and
multiplicities of the localisation of L𝜆 with respect to 𝑓 1 are pictured in the same fashion. The solid
lines indicate the “boundary” of the (sub)module L𝜆 . The dotted line indicates that of the quotient.

We refer to the original article and to the introductions [62, §3.5] and [56, §2] for further information.
Because of the polynomial restriction in the definition, every irreducible coherent family includes some reducible

members alongside its irreducible ones. In fact, there are a finite number of members of any coherent family whose
composition factors include an infinite-dimensional irreducible highest-weight module [60]. The multiplicities of these
highest-weight modules are uniformly bounded above by the constant multiplicity of the coherent family.

Mathieu’s classification of irreducible dense modules invokes these highest-weight modules.

Theorem 2.16 ([60, Props. 4.8, 5.7 and 6.2]). Being composition factors of members of the same irreducible coherent
family defines an equivalence relation on the set of isomorphism classes of infinite-dimensional irreducible highest-weight
modules with uniformly bounded multiplicities. Moreover, isomorphism classes of irreducible coherent families are in
bijection with these equivalence classes.

We can recover an irreducible coherent family from any of its uniformly bounded infinite-dimensional irreducible
highest-weight modules using twisted localisation. To explain, suppose that the irreducible highest-weight 𝔰𝔩3-module L𝜆

is infinite-dimensional with uniformly bounded multiplicities. Then, 𝑓 𝑖 acts injectively on L𝜆 for some 𝑖 = 1, 2, 3; assume
that 𝑖 = 1 for definiteness. We may therefore localise the universal enveloping algebra of 𝔰𝔩3 with respect to 𝑓 1. This
means that we extend the algebra by (formal) negative powers of 𝑓 1 (see [62, §3.5] for more detail).

Next, we induce L𝜆 to a module over the localised algebra. This means that we allow (𝑓 1)−1 to act freely, modulo the
requirement that it acts as the inverse of 𝑓 1. In particular, if 𝑣 = 𝑓 1𝑤 ∈ L𝜆 , then (𝑓 1)−1𝑣 = 𝑤 . (Here, 𝑓 1 acting injectively
ensures that𝑤 is unique.) However, if 𝑣 is not in the image of 𝑓 1, then 𝑢 = (𝑓 1)−1𝑣 is a new vector in the induced module
(that is not in L𝜆). Moreover, we obviously have 𝑓 1𝑢 = 𝑣 . We conclude that (𝑓 1)−1 produces new weight vectors in the
induced module unless 𝑓 1 acts bijectively between the two given weight spaces. A consequence of these new vectors is
that 𝑓 1 acts bijectively on the induced module.

Finally, we restrict the induced module back to an 𝔰𝔩3-module. This restriction, called the localisation of L𝜆 with
respect to 𝑓 1, is strictly bigger than L𝜆 . It is, in fact, a semidense 𝔰𝔩3-module whose multiplicities are uniformly bounded
with the same maximal multiplicity as those of L𝜆 , see Figure 1. It is also reducible, with L𝜆 appearing as a submodule.
Moreover, the w1-twist of the quotient by L𝜆 has a highest-weight vector of weight w1 (𝜆 + 𝛼1) = w1 · 𝜆.

This localisation construction works as above whenever we have a root vector acting on a module injectively. If we try
to localise with respect to a root vector that does not act injectively, then the submodule generated by the kernel of the root
vector’s action is set to zero. On the other hand, if we localise with respect to a root vector that acts bijectively, then the
result is isomorphic to the original module.

Note that when a root vector acts injectively but not bijectively, localisation produces a reducible module. However, the
localised algebra obtained by adjoining the formal inverses of a root vector admits automorphisms [60] that translate the
corresponding coroot by arbitrary complex multiples of the unit. Twisting by these automorphisms before restricting thus
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allows one to also construct modules whose set of weights is obtained from that of the untwisted localisation by translation.
For 𝔰𝔩3, this twisted localisation therefore maps a single highest-weight module to a 1-parameter family of (reducible and
irreducible) semidense 𝔰𝔩3-modules.

Finally, this twisted localisation construction may be iterated if there is another root vector acting injectively (but not
bijectively) on the result. For example, the semidense module constructed from L𝜆 above may be localised with respect to
𝑓 3 to obtain a dense 𝔰𝔩3-module. Including twists, one can therefore construct a 2-parameter family, indexed by 𝔥∗/Q, of
dense 𝔰𝔩3-modules from a single highest-weight module (with uniformly bounded multiplicities) [60]. Taking the direct
sum of these dense modules then results in an irreducible coherent family.

2.6. Relaxed highest-weight representation theory. When 𝑣 > 1, the 𝔰𝔩3 minimal model A2 (u, v) admits irreducible
modules that are not highest-weight (with respect to any choice of Borel subalgebra). A mild, but rather fundamental,
generalisation of a highest-weight module has come to be known, following [35], as a relaxed highest-weight module. We
recall the definition of [69].

Definition 2.17.

• A relaxed highest-weight vector is a weight vector that is annihilated by every positively indexed mode.
• A relaxed highest-weight module is a module that is generated by a single relaxed highest-weight vector.

A relaxed highest-weight module is thus always lower bounded. The converse is not true in general, though it holds if the
module is irreducible and weight. Similarly, a highest-weight module is always a relaxed highest-weight module. Again,
the converse is false, but it holds for vertex operator algebras that are 𝐶2-cofinite and rational.

It will be convenient to distinguish three different types of relaxed highest-weight Vk (𝔰𝔩3)-module, based on the nature
of the top space (see Definition 2.5).

Definition 2.18. A relaxed highest-weight Vk (𝔰𝔩3)-module is fully relaxed, semirelaxed or highest-weight, if its top space
is a dense, semidense or highest-weight 𝔰𝔩3-module, respectively.

This definition of a highest-weight Vk (𝔰𝔩3)-module is of course equivalent to the usual one. Recall [75] that an irreducible
lower-bounded module is determined, up to isomorphism, by its top space. Here, the top space is regarded as a module over
the Zhu algebra of the vertex operator algebra. The same is true for a certain generalisation known as an almost-irreducible
lower-bounded module.

Definition 2.19. A lower-bounded module is said to be almost irreducible if it is generated by its top space and each of its
nonzero submodules has nonzero intersection with its top space.

It follows [28, Thm. 2.30] that there is a bijective correspondence between almost-irreducible lower-bounded modules over
a vertex operator algebra and modules over its Zhu algebra.

We are interested in the irreducible weight A2 (u, v)-modules with v = 2. The highest-weight ones are the L̂𝜇 with
𝜇 ∈ Admu,2 (Theorem 2.6). Otherwise, the top space is either dense or semidense, hence may be constructed from the top
space of one of the L̂𝜇 by twisted localisation.

Theorem 2.20 ([54, 56]). If M is a module for the Zhu algebra of an affine vertex operator algebra, then so is its twisted
localisation with respect to any root vector.

We may thus apply twisted localisation to the top space of theA2 (u, v)-module L̂𝜇 to obtain a (possibly reducible) semidense
or dense 𝔰𝔩3-module, knowing that the result is the top space of some almost-irreducible lower-bounded A2 (u, v)-module.

Denote the top space of L̂𝜇 by L𝜇 (the latter is then the irreducible highest-weight 𝔰𝔩3-module of highest weight
𝜇 = 𝜇1𝜔1 + 𝜇2𝜔2). It turns out that all the infinite-dimensional L𝜇 with 𝜇 ∈ Admu,2 have uniformly bounded multiplicities
[57, §4.3]. These constitute the following subset of Admu,2:

(2.27)
{
𝜇𝐼 − u

2𝜔1, 𝜇
𝐼 − u

2𝜔2,w1 · (𝜇𝐼 − u
2𝜔1) : 𝜇𝐼 ∈ Pu−3

⩾

}
.
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Mathieu’s equivalence relation for irreducible coherent families (Theorem 2.16) partitions this set into three-element
equivalence classes of the form

(2.28)
{
𝜇𝐼 − u

2𝜔1,∇(𝜇𝐼 ) − u
2𝜔2,w1 · (𝜇𝐼 − u

2𝜔1)
}
, 𝜇𝐼 ∈ Pu−3

⩾ .

Here, we introduce a permutation ∇ of Pu−3
⩾ (and more generally of level-k 𝔰𝔩3-weights) defined by

(2.29) ∇(𝜆0, 𝜆1, 𝜆2) = (𝜆1, 𝜆2, 𝜆0).

This is of course a Dynkin symmetry (outer automorphism) of 𝔰𝔩3. Note that ∇(𝜇𝐼 ) − u
2𝜔2 = w2w1 · (𝜇𝐼 − u

2𝜔1), so the
equivalence classes (2.28) are (partial) shifted Weyl orbits.

The twisted localisations of the L𝜇 are the top spaces of some almost-irreducible semirelaxed or fully relaxed A2 (u, 2)-
modules. When the latter are reducible, we wish to know their submodule structure. For this, it will be useful to know the
maximal multiplicity of the highest-weight modules in each equivalence class (2.28).

Lemma 2.21. Given u ∈ {3, 5, 7, . . .} and 𝜇𝐼 ∈ Pu−3
⩾ , the maximal multiplicities of the top spaces of L̂𝜇𝐼 −u𝜔1/2, L̂∇(𝜇𝐼 )−u𝜔2/2

and L̂w1 · (𝜇𝐼 −u𝜔1/2) are all 𝜇𝐼2 + 1.

Proof. It suffices to consider 𝜇 = 𝜇𝐼 − u
2𝜔1 because weights in the same equivalence class correspond to the same coherent

family. The orbit of its projection 𝜇 onto 𝔥∗ under the shifted action of the Weyl group of 𝔰𝔩3 consists of six weights, but
only w2 · 𝜇 differs from 𝜇 by a (nonzero) element of the root lattice Q. As w2 · 𝜇 − 𝜇 = −(𝜇𝐼2 + 1)𝛼2, it follows [46, §4.11]
that L𝜇 � M𝜇/Mw2 ·𝜇 (where M𝜇 denotes the Verma 𝔰𝔩3-module of highest weight 𝜇). Defining 𝔰𝔩3-module characters as
in (2.13), but without the formal parameter q, we have

ch
[
L𝜇

] (
z1, z2

)
= ch

[
M𝜇

] (
z1, z2

)
− ch

[
Mw2 ·𝜇

] (
z1, z2

)
=

z
𝜇𝐼1
1 z

𝜇𝐼2
2
(
1 − z𝜇

𝐼
2+1

1 z
−2(𝜇𝐼2+1)
2

)
(1 − z−2

1 z2) (1 − z1z
−2
2 ) (1 − z

−1
1 z−1

2 )

=
z
𝜇𝐼1
1 z

𝜇𝐼2
2

(1 − z−2
1 z2) (1 − z

−1
1 z−1

2 )
(
1 + z1z

−2
2 + · · · + z

𝜇𝐼2
1 z
−2𝜇𝐼2
2

)
.

(2.30)

The maximal multiplicity is thus 𝜇𝐼2 + 1, as required. ■

Proposition 2.22. Given u ∈ {3, 5, 7, . . .}, let 𝜇 = 𝜇𝐼 − u
2𝜔1 for some 𝜇𝐼 ∈ Pu−3

⩾ . Then, the localisation of the irreducible
highest-weight 𝔰𝔩3-module L𝜇 , Lw1 ·𝜇 or Lw2w1 ·𝜇 , corresponding to the projections of the 𝔰𝔩3-weights in (2.28), with respect
to 𝑓 𝑖 , 𝑖 = 1, 2, 3, is either 0 or a reducible semidense module whose quotient is (up to isomorphism) as in the following
table (dashes indicate that the localisation is 0).

L𝜇 Lw1 ·𝜇 Lw2w1 ·𝜇

𝑓 1 w1 (Lw1 ·𝜇) w1 (L𝜇) −
𝑓 2 − w2 (Lw2w1 ·𝜇) w2 (Lw1 ·𝜇)
𝑓 3 w2w1 (Lw1 ·𝜇) − w1w2 (Lw1 ·𝜇)

Proof. The computations are essentially the same in each case, so we restrict ourselves to the localisation of L𝜇 with
respect to 𝑓 1. In this case, we showed in Section 2.5 that the quotient contains a w1-twisted highest-weight vector of
weight 𝜇 + 𝛼1. By Theorem 2.6, this vector generates a submodule of the quotient isomorphic to the irreducible module
w1 (Lw1 ·𝜇). We claim that this submodule is in fact the entire quotient.

First, note thatL𝜇 andw1 (Lw1 ·𝜇) share the same maximal multiplicity. This also coincides with the maximal multiplicity
of the semidense localisation because 𝑓 1 acts bijectively on the localisation but already acts bijectively between weight
spaces of L𝜇 when their multiplicities are maximal. Fix a weight 𝜆 of the localisation with maximal multiplicity. Then, for
all sufficiently large𝑚, 𝜆 −𝑚𝛼1 will be a weight of L𝜇 with maximal multiplicity and, for all sufficiently large 𝑛, 𝜆 + 𝑛𝛼1

will be a weight of w1 (Lw1 ·𝜇) with maximal multiplicity. If the quotient has any composition factor aside from w1 (Lw1 ·𝜇),
then the multiplicity of 𝜆 + ℓ𝛼1 in this factor will be 0 for all but finitely many ℓ ∈ ℤ. But, 𝜇1 = 𝜇𝐼1 −

u
2 ∉ ℤ⩾0, so 𝜆1 ∉ ℤ⩾0

and thus this is impossible. ■
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Theorem 2.23. For u ∈ {3, 5, 7, . . .} and 𝜇 = 𝜇𝐼 − u
2𝜔1, 𝜇𝐼 ∈ Pu−3

⩾ , the almost-irreducible semirelaxed A2 (u, 2)-modules
whose top spaces are the reducible semidense 𝔰𝔩3-modules characterised in the table of Proposition 2.22 have the same
submodule-quotient characterisation, but with 𝜇 replaced by 𝜇.

Proof. We consider only the case in which the semidense top space has a submodule isomorphic to L𝜇 and quotient
isomorphic to w1 (Lw1 ·𝜇); the other cases are very similar. First, the top space has a highest-weight vector of weight 𝜇,
hence the semirelaxed module has a highest-weight vector of weight 𝜇. It generates a highest-weight A2 (u, 2)-module
which must be isomorphic to L̂𝜇 , by Theorem 2.6. Similarly, the quotient of the semirelaxed module by L̂𝜇 has a twisted
highest-weight vector generating a copy of w1 (L̂w1 ·𝜇). But, the preimage of this twisted highest-weight vector generates
the semidense top space, hence it generates the semirelaxed module because the latter is almost-irreducible. It therefore
also generates the quotient, hence the quotient is irreducible. ■

One can continue this analysis to determine the submodule structures of the reducible fully relaxed A2 (u, 2)-modules,
see [57, §4.5]. Here however, we restrict ourselves to the following simple corollary.

Corollary 2.24. For u ∈ {3, 5, 7, . . .} and 𝜇 = 𝜇𝐼 − u
2𝜔1, 𝜇𝐼 ∈ Pu−3

⩾ , the almost-irreducible semirelaxed A2 (u, 2)-modules
characterised in Theorem 2.23 have vanishing characters (not as formal power series, but in the meromorphically extended
sense of Remark 2.9).

Proof. First, let Δ(𝜇) denote the set of real roots 𝛼 of 𝔰𝔩3 satisfying ⟨𝜇 + 𝜌, 𝛼∨⟩ ∈ ℤ. Then, it easily follows that

(2.31) Δ(𝑤 · 𝜇) = 𝑤
(
Δ(𝜇)

)
,

for all 𝑤 in the affine Weyl group Ŝ3. Second, recall the definition of the integral affine Weyl group in Theorem 2.7 and
the identity w𝑤 (𝛼 ) = 𝑤w𝛼𝑤

−1, for all roots 𝛼 . The previous identity now implies that

(2.32) Ŵ(𝑤 · 𝜇) = 𝑤Ŵ(𝜇)𝑤−1 .

Third, the natural action of Ŝ3 on formal exponentials is given by𝑤 (e𝜆) = e𝑤 (𝜆) . Combining this with the definition (2.12)
then gives

(2.33) ch
[
𝑤 (L̂𝜇)

]
= 𝑤

(
ch

[
L̂𝜇

] )
.

Mixing these ingredients with the character formula of Theorem 2.7 now results in

ch
[
𝑤 (L̂𝑤−1 ·𝜇)

]
=
𝑤
(∑

𝑤′∈Ŵ(𝑤−1 ·𝜇 ) det𝑤 ′ e𝑤′𝑤−1 ·𝜇 )
𝑤

(∑
𝑤′∈Ŵ(0) det𝑤 ′ e𝑤′ ·0

) =

∑
𝑤′∈Ŵ(𝑤−1 ·𝜇 ) det𝑤 ′ e𝑤𝑤′𝑤−1 ·𝜇∑

𝑤′∈Ŵ(0) det𝑤 ′ e𝑤𝑤′ ·0(2.34)

(since𝑤 (𝑤 ′𝑤−1 · 𝜇) = 𝑤𝑤 ′𝑤−1 · 𝜇 + 𝜌 −𝑤 (𝜌) and𝑤 (𝑤 ′ · 0) = 𝑤𝑤 ′ · 0 + 𝜌 −𝑤 (𝜌))

=

∑
𝑤′′∈Ŵ(𝜇 ) det(𝑤−1𝑤 ′′𝑤) e𝑤′′ ·𝜇∑
𝑤′′∈Ŵ(0) det(𝑤−1𝑤 ′′) e𝑤′′ ·0

= det𝑤 ch
[
L̂𝜇

]
,

where we have noted that W(0) = Ŝ3 is closed under multiplication by𝑤−1.
The vanishing character claims now follow. We explain two cases. First, the 𝑓 1

0 -localisation of L̂𝜇 yields a semire-
laxed highest-weight module with composition factors L̂𝜇 and w1 (L̂w1 ·𝜇). Taking 𝑤 = w1 in (2.34), we learn that the
(meromorphically extended) characters satisfy ch

[
w1 (L̂w1 ·𝜇)

]
= − ch

[
L̂𝜇

]
. The character of the semirelaxed module thus

vanishes. Second, apply w2 to the previous (meromorphic) character identity to get ch
[
w2w1 (L̂w1 ·𝜇)

]
= − ch

[
w2 (L̂𝜇)

]
.

Because w2w1 · (𝜇𝐼 − u
2𝜔1) = ∇(𝜇𝐼 ) − u

2𝜔2, we have w2 (L̂𝜇) � L̂𝜇 . The character of the 𝑓 3
0 -localisation of L̂𝜇 thus also

vanishes. ■

3. Bershadsky–Polyakov minimal models

We next introduce the Bershadsky–Polyakov vertex operator algebras, first abstractly and then as the minimal quantum
hamiltonian reductions of Vk (𝔰𝔩3). The latter construction is more convenient for studying the irreducible highest-weight
BP(u, 2)-modules, u ∈ {3, 5, 7, . . .}. These were classified by Arakawa in [8], but we will follow the explicit description
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deduced in [32]. Our goal is to determine their characters, modular properties and fusion rules. This data may be extracted,
in principle, from the general results reported for exceptional W-algebras in [13]. However, we find it instructive to derive
everything directly.

3.1. Bershadsky–Polyakov vertex operator algebras. The Bershadsky–Polyakov algebras were discovered in [16, 64]
using a variant of quantum hamiltonian reduction that was subsequently identified [50] as that corresponding to the minimal
(and subregular) nilpotent orbit of 𝔰𝔩3. For the inverse-reduction construction that follows in Section 4.3, we shall find it
convenient to make a slightly nonstandard choice for the conformal structure.

Definition 3.1. The universal level-k Bershadsky–Polyakov algebra BPk, k ≠ −3, is the vertex operator algebra strongly
generated by four elements 𝐽 , 𝐿, 𝐺+ and 𝐺− , subject only to the following operator product expansions:

(3.1)

𝐽 (𝑧) 𝐽 (𝑤) ∼ (2k + 3)1
3(𝑧 −𝑤)2

, 𝐿(𝑧)𝐺+ (𝑤) ∼ 2𝐺+ (𝑤)
(𝑧 −𝑤)2

+ 𝜕𝐺
+ (𝑤)

𝑧 −𝑤 ,

𝐽 (𝑧)𝐺± (𝑤) ∼ ±𝐺
± (𝑤)
𝑧 −𝑤 , 𝐿(𝑧)𝐺− (𝑤) ∼ 𝐺− (𝑤)

(𝑧 −𝑤)2
+ 𝜕𝐺

− (𝑤)
𝑧 −𝑤 ,

𝐿(𝑧) 𝐽 (𝑤) ∼ (2k + 3)1
3(𝑧 −𝑤)3

+ 𝐽 (𝑤)
(𝑧 −𝑤)2

+ 𝜕𝐽 (𝑤)
𝑧 −𝑤 ,

𝐿(𝑧)𝐿(𝑤) ∼ cBP (k)1
2(𝑧 −𝑤)4

+ 2𝐿(𝑤)
(𝑧 −𝑤)2

+ 𝜕𝐿(𝑤)
𝑧 −𝑤 ,

𝐺± (𝑧)𝐺± (𝑤) ∼ 0,

𝐺+ (𝑧)𝐺− (𝑤) ∼ (k + 1) (2k + 3)1
(𝑧 −𝑤)3

+ 3(k + 1) 𝐽 (𝑤)
(𝑧 −𝑤)2

+ 3:𝐽 (𝑤) 𝐽 (𝑤): + k𝜕𝐽 (𝑤) − (k + 3)𝐿(𝑤)
𝑧 −𝑤 .

The central charge is given by

(3.2) cBP (k) = −
4(k + 1) (2k + 3)

k + 3
.

The conformal weights of the generators 𝐽 , 𝐿, 𝐺+ and 𝐺− are chosen to be 1, 2, 2 and 1, respectively. The mode
expansions of the generating fields are thus as follows:

(3.3) 𝐽 (𝑧) =
∑︁
𝑛∈ℤ

𝐽𝑛𝑧
−𝑛−1, 𝐿(𝑧) =

∑︁
𝑛∈ℤ

𝐿𝑛𝑧
−𝑛−2, 𝐺+ (𝑧) =

∑︁
𝑛∈ℤ

𝐺+𝑛𝑧
−𝑛−2 and 𝐺− (𝑧) =

∑︁
𝑛∈ℤ

𝐺−𝑛 𝑧
−𝑛−1 .

We record the commutation relations of the modes 𝐺+𝑚 and 𝐺−𝑛 for later convenience:

(3.4)
[
𝐺+𝑚,𝐺

−
𝑛

]
= 3:𝐽 𝐽 :𝑚+𝑛 − (k + 3)𝐿𝑚+𝑛 +

(
(2k + 3) (𝑚 + 1) − 𝑛𝑘

)
𝐽𝑚+𝑛 + 1

2 (k + 1) (2k + 3)𝑚(𝑚 + 1)𝛿𝑚+𝑛,01.

Theorem 3.2 ([44, Thm. 9.1.2]). The universal Bershadsky–Polyakov vertex operator algebra BPk, k ≠ −3, is simple
unless k satisfies (2.8).

Definition 3.3. When (2.8) holds, we shall denote the unique simple quotient of BPk by BP(u, v) and refer to the resulting
vertex operator algebra as a Bershadsky–Polyakov minimal model.

We note that the trivial Bershadsky–Polyakov minimal model corresponds to u = 3 and v = 2: BP(3, 2) = ℂ1.
The mode algebra of BPk admits a conjugation automorphism 𝜐BP and a family of spectral flow automorphisms 𝜎 ℓBP,

ℓ ∈ ℤ, given by

(3.5a) 𝜐BP (𝐺−𝑛 ) = −𝐺+𝑛 , 𝜐BP (𝐽𝑛) = −𝐽𝑛 − 1
3 (2k + 3)𝛿𝑛,01, 𝜐BP (𝐿𝑛) = 𝐿𝑛 − 𝑛𝐽𝑛, 𝜐BP (𝐺+𝑛 ) = 𝐺−𝑛

and

(3.5b)
𝜎 ℓBP (𝐺

−
𝑛 ) = 𝐺−𝑛+ℓ , 𝜎 ℓBP (𝐽𝑛) = 𝐽𝑛 − 1

3 (2k + 3)ℓ𝛿𝑛,01, 𝜎 ℓBP (𝐺
+
𝑛 ) = 𝐺+𝑛−ℓ ,

𝜎 ℓBP (𝐿𝑛) = 𝐿𝑛 − ℓ 𝐽𝑛 + 1
6 (2k + 3)ℓ (ℓ − 1)𝛿𝑛,01,

respectively. These automorphisms satisfy the dihedral relation 𝜐BP𝜎 ℓBP𝜐
−1
BP = 𝜎−ℓBP, ℓ ∈ ℤ.

Lifting these automorphisms to invertible functors on the category of weight BPk-modules, as in Section 2.3, it follows
that a weight vector of weight ( 𝑗,Δ) is mapped, under 𝜐BP or 𝜎 ℓBP, to a weight vector of weight

(3.6)
(
− 𝑗 − 1

3 (2k + 3),Δ
)

or
(
𝑗 + 1

3 (2k + 3)ℓ,Δ + ℓ 𝑗 + 1
6 (2k + 3)ℓ (ℓ + 1)

)
,
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respectively. Here, a weight vector for BPk is a simultaneous eigenvector of 𝐽0 and 𝐿0. Its weight is the pair ( 𝑗,Δ) of
eigenvalues of 𝐽0 and 𝐿0 (in that order). As usual, conjugation preserves the property of being lower bounded while spectral
flow generally does not.

Our primary interest here is the representation theory of the Bershadsky–Polyakov minimal models BP(u, 2). For v = 2,
we have the following result.

Theorem 3.4 ([9, Thm. 5.10.2] and [8, Main Thm.]). The Bershadsky–Polyakov minimal model vertex operator algebras
BP(u, 2), u ∈ {3, 5, 7, . . .}, are 𝐶2-cofinite and rational.

Every irreducible BP(u, 2)-module is thus highest-weight with a finite-dimensional top space (Theorem 2.12).
We recall that a highest-weight vector for BPk is a weight vector that is annihilated by the 𝐽𝑛 , 𝐿𝑛 , 𝐺+𝑛 and 𝐺−𝑛 , with

𝑛 > 0, and 𝐺+0 . If a BPk-module is generated by a highest-weight vector, then it is called a highest-weight module. We
shall denote the irreducible highest-weight BPk-module of highest weight ( 𝑗,Δ) by H𝑗,Δ.

3.2. Fermionic ghosts. To discuss the realisation of BPk as the minimal quantum hamiltonian reduction of Vk (𝔰𝔩3), we
quickly review the fermionic ghost system F. This vertex operator superalgebra is strongly and freely generated by two
fermionic fields𝜓 (𝑧) and𝜓 ∗ (𝑧) satisfying the operator product expansions

(3.7) 𝜓 (𝑧)𝜓 ∗ (𝑤) ∼ 1

𝑧 −𝑤 , 𝜓 (𝑧)𝜓 (𝑤) ∼ 0 ∼ 𝜓 ∗ (𝑧)𝜓 ∗ (𝑤).

There is a one-parameter family of energy-momentum tensors. General quantum hamiltonian reductions require more
than one choice, but we shall only need one for what follows. We thereby take the associated energy-momentum tensor to
be

(3.8) 𝑇 F (𝑧) = :𝜕𝜓𝜓 ∗:(𝑧),

so that the central charge is cF = −2 and the conformal weights of𝜓 and𝜓 ∗ are 0 and 1, respectively.
There is likewise a Heisenberg subalgebra of F generated by :𝜓 ∗𝜓 : and the eigenvalues of the zero mode of this field

defines a horizontal grading on F. The relevant operator product expansions are as follows:

(3.9)
:𝜓 ∗𝜓 :(𝑧)𝜓 (𝑤) ∼ −𝜓 (𝑤)

𝑧 −𝑤 , :𝜓 ∗𝜓 :(𝑧)𝜓 ∗ (𝑤) ∼ 𝜓
∗ (𝑤)
𝑧 −𝑤 , :𝜓 ∗𝜓 :(𝑧):𝜓 ∗𝜓 :(𝑤) ∼ 1

(𝑧 −𝑤)2
,

𝑇 F (𝑧):𝜓 ∗𝜓 :(𝑤) ∼ 1

(𝑧 −𝑤)3
+ :𝜓 ∗𝜓 :(𝑤)
(𝑧 −𝑤)2

+ 𝜕:𝜓
∗𝜓 :(𝑤)
𝑧 −𝑤 .

The representation theory of F is very simple. If we ignore the global parity of a representation, then there is only
one (untwisted) irreducible module: F itself. Moreover, every finitely generated F-module is completely reducible. The
character of F is likewise easily determined:

(3.10a) ch
[
F
] (
y; q

)
= trF y

:𝜓 ∗𝜓 :0q𝑇
F
0 −cF/24 = q1/12

∞∏
𝑖=1
(1 + yq𝑖 ) (1 + y−1q𝑖−1) = y−1/2𝜗2 (y; q)

𝜂 (q) .

It will also prove useful to consider the supercharacter

(3.10b) sch
[
F
] (
y; q

)
= trF (−y)

:𝜓 ∗𝜓 :0q𝑇
F
0 −cF/24 = q1/12

∞∏
𝑖=1
(1 − yq𝑖 ) (1 − y−1q𝑖−1) = y−1/2 i𝜗1 (y; q)

𝜂 (q) .

3.3. A minimal quantum hamiltonian reduction. Quantum hamiltonian reduction refers to a collection of functors from
a suitable module category for an affine vertex operator algebra to a module category for one of its associated W-algebras.
Such a functor is specified [50] by the simple Lie algebra 𝔤 (for us, 𝔤 = 𝔰𝔩3) and a good pair (𝑥, 𝑓 ) of elements of 𝔤. In this
context, being good means that

• 𝔤 =
⊕

𝑗∈ 1
2ℤ

𝔤𝑗 , where 𝔤𝑗 is the eigenspace of ad(𝑥) with eigenvalue 𝑗 ∈ 1
2ℤ.

• 𝑓 ∈ 𝔤−1 and ad(𝑓 ) : 𝔤𝑗 → 𝔤𝑗−1 is injective for 𝑗 ⩾ 1
2 and surjective for 𝑗 ⩽ 1

2 .

To obtain the conformal weights chosen for the generating fields in Section 3.1, we shall take 𝑓 = 𝑓 3 and 𝑥 = 𝑔1 = 2
3ℎ

1+ 1
3ℎ

2.
It is easy to check that (𝑥, 𝑓 ) is then a good pair. As 𝑓 belongs to the minimal nilpotent orbit of 𝔰𝔩3, we shall refer to the
corresponding reduction functor as minimal quantum hamiltonian reduction.
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To define this functor, note that the gradation of 𝔤 = 𝔰𝔩3 induced by 𝑥 is given by 𝔰𝔩3 = 𝔤−1 ⊕ 𝔤0 ⊕ 𝔤1, where

(3.11) 𝔤−1 = span{𝑓 1, 𝑓 3}, 𝔤0 = span{𝑓 2, ℎ1, ℎ2, 𝑒2} and 𝔤1 = span{𝑒1, 𝑒3}.

As per [50], we now tensor Vk (𝔰𝔩3) with two fermionic ghost systems F𝑖 , 𝑖 = 1, 3, corresponding to 𝔤±1. The action of the
zero mode of :𝜓 ∗𝑖𝜓 𝑖 :(𝑧) defines a horizontal grading on each F𝑖 and we grade the tensor product

(3.12) C = Vk (𝔰𝔩3) ⊗ F1 ⊗ F3

by the action of their sum.
The zero mode of the element

(3.13) 𝑄 = 𝑒1𝜓 ∗1 + (𝑒3 + 1)𝜓 ∗3 .

now defines a degree-1 differential on the complex consisting of the graded subspaces of C. The degree-0 cohomology
is, by definition, the minimal quantum hamiltonian reduction Φmin. (Vk (𝔰𝔩3)

)
. This is of course the universal Bershadsky–

Polyakov vertex operator algebra BPk [16, 64].
We remark that this construction suggests a conformal structure on C. If we modify the energy-momentum tensor

(2.6) of Vk (𝔰𝔩3) to 𝑇 + 𝜕𝑥 , then the conformal weight of 𝑒3 becomes 0, as required for 𝑄 to be homogeneous. That of
𝑒1 is also now 0, so for 𝑄 to have conformal weight 1, both 𝜓 ∗1 and 𝜓 ∗3 must have conformal weight 1. This fixes the
energy-momentum tensor of F𝑖 , 𝑖 = 1, 3, to be as in (3.8). The Bershadsky–Polyakov energy-momentum tensor is thus
identified with the cohomology class

(3.14a) 𝐿 =
[
𝑇 + 𝜕𝑥 +𝑇 F1 +𝑇 F3 ]

,

where we have omitted the tensor product symbols for brevity. The central charge is easily verified to be

(3.14b) ĉ(k) − 8k − 4 = cBP (k).

It is also straightforward to find representatives for the remaining strong generators of BPk:

(3.14c)
𝐽 =

[ 1
3 (ℎ

2 − ℎ1) + :𝜓 ∗1𝜓 1:
]
, 𝐺− =

[
𝑓 2 −𝜓 1𝜓 ∗3

]
,

𝐺+ = −
[
𝑓 1 + (k + 2)𝜕𝑒2 + :ℎ1𝑒2: − 𝑒2 (2:𝜓 ∗1𝜓 1: + :𝜓 ∗3𝜓 3:) + ℎ1𝜓 ∗1𝜓 3 + k𝜕𝜓 ∗1𝜓 3 + (k + 3)𝜓 ∗1𝜕𝜓 3] .

We are now finally ready to define the minimal quantum hamiltonian reduction functor Φmin..

Definition 3.5. Given an Vk (𝔰𝔩3)-module M̂, let C (M̂) = M̂ ⊗ F1 ⊗ F3. We denote by C𝑛 (M̂) the subspace of C (M̂)
whose total ghost number (the eigenvalue of :𝜓 ∗1𝜓 1:0 + :𝜓 ∗3𝜓 3:0) is 𝑛. The minimal quantum hamiltonian reduction of M̂
is then defined to be the zeroth cohomology group of the differential complex

(
C• (M̂), 𝑄0

)
:

(3.15) Φmin. (M̂) = 𝐻 0 (C (M̂), 𝑄0
)
.

This obviously agrees with the definition given above for M̂ = Vk (𝔰𝔩3) and it follows readily that Φmin. (M̂) is, in general,
a BPk-module.

The following properties of Φmin. will be useful in what follows. Recall that L̂𝜇 denotes the irreducible highest-weight
Vk (𝔰𝔩3)-module of highest weight 𝜇. Let M̂𝜇 denote its Verma cover and let 𝒪k and 𝒪k denote the BGG categories of
Vk (𝔰𝔩3)- and Lk (𝔰𝔩3)-modules, respectively.

Theorem 3.6. Let k ≠ −3. Then:

• [7, Thm. 6.7.1 and Cor. 6.7.3] For all M̂ ∈ 𝒪k, the 𝑄0-cohomology of C (M̂) is concentrated in degree 0. Φmin. is thus
an exact functor from 𝒪

k to the category of BPk-modules.
• [53, Thm. 6.3] Φmin. maps M̂𝜇 to the Verma BPk-module of highest weight ( 𝑗𝜇,ΔBP

𝜇 ), where

(3.16) 𝑗𝜇 = −𝜇1 − 𝜇2

3
and ΔBP

𝜇 =
(𝜇1 − 𝜇2)

(
𝜇1 − 𝜇2 − 2(k + 3)

)
+ 3(𝜇1 + 𝜇2)

(
𝜇1 + 𝜇2 − 2(k + 1)

)
12(k + 3) ,

as per (3.14). Moreover, it also maps M̂w0 ·𝜇 to the same BPk-module.
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• [7, Thm. 6.7.4] Φmin. maps L̂𝜇 to 0, if the zeroth Dynkin label 𝜇0 is a nonnegative integer, and otherwise to the irreducible
BPk-module H𝑗𝜇 ,ΔBP

𝜇
.

3.4. Irreducible highest-weight modules. Recall thatP𝑛
⩾ denotes the set of𝔰𝔩3-weights 𝜆whose Dynkin labels (𝜆0, 𝜆1, 𝜆2)

are nonnegative integers that sum to 𝑛. The admissible 𝔰𝔩3-weights of level −3 + u
2 , u ∈ {3, 5, 7, . . .}, may be partitioned

as in (2.10):

(3.17) Admu,2 =
{
𝜆 − u

2𝜔𝑖 : 𝜆 ∈ Pu−3
⩾ and 𝑖 = 0, 1, 2

}
⊔
{
w1 · (𝜆 − u

2𝜔1) : 𝜆 ∈ Pu−3
⩾

}
.

Note that the weights in the first subset with 𝑖 = 1, 2 give irreducible highest-weight Vk (𝔰𝔩3)-modules in the kernel of
Φmin., by Theorem 3.6. Those with 𝑖 = 0 do not and neither do the weights of the second subset. In fact,

(3.18) Φmin. (L̂𝜆−u𝜔0/2) � Φmin. (L̂w0 · (𝜆−u𝜔0/2) ) ≠ 0, 𝜆 ∈ Pu−3
⩾ .

Moreover, w0 · − exchanges the 𝑖 = 0 weights of the first subset of (3.17) with those of the second.
Arakawa’s classification result [8] for irreducible BP(u, 2)-modules may now be expressed as follows.

Theorem 3.7. For u ∈ {3, 5, 7, . . .}, the set of isomorphism classes of irreducible BP(u, 2)-modules is in bijection with
Pu−3
⩾ . Moreover, a bijection is explicitly given by

(3.19) 𝜆 ∈ Pu−3
⩾ ←→ H𝜆 ≡ Φmin. (L̂𝜆−u𝜔0/2).

As 𝜆 − u
2𝜔0 ∈ Admu,2, for all 𝜆 ∈ Pu−3

⩾ , the L̂𝜆−u𝜔0/2 are A2 (u, 2)-modules (Theorem 2.6). The restriction of Φmin. to the
BGG category 𝒪k of A2 (u, 2)-modules is therefore surjective.

Combining this classification with Theorem 3.6 now gives the following identification.

Proposition 3.8. For u ∈ {3, 5, 7, . . .}, the irreducible highest-weight BP(u, 2)-module H𝜆 , 𝜆 ∈ Pu−3
⩾ , has highest weight(

𝑗𝜆,Δ
BP
𝜆

)
given by

(3.20) 𝑗𝜆 = −𝜆1 − 𝜆2
3

, ΔBP
𝜆

=
(𝜆1 − 𝜆2) (𝜆1 − 𝜆2 − u) + 3(𝜆1 + 𝜆2) (𝜆1 + 𝜆2 − u + 4)

6u
.

In other words, H𝜆 � H𝑗𝜆,Δ
BP
𝜆

.

Note that the vacuum module L̂k𝜔0 of A2 (u, 2) corresponds to 𝜆 = (u − 3, 0, 0) and is sent by Φmin. to the vacuum module
H(u−3)𝜔0 = H0,0 of BP(u, 2).

The following propositions emphasise the naturalness of this parametrisation of the irreducible BP(u, 2)-modules.

Proposition 3.9 ([32, Prop. 4.11]). For u ∈ {3, 5, 7, . . .}, the top space of H𝜆 , 𝜆 ∈ Pu−3
⩾ , has dimension 𝜆2 + 1.

Proof. To find the dimension of the top space, we need to determine the minimal 𝑛 ∈ ℤ⩾1 for which𝐺+0 (𝐺
−
0 )

𝑛𝑣 = 0, where
𝑣𝜆 is the highest-weight vector of H𝜆 . This is a straightforward calculation using (3.4):

𝐺+0 (𝐺
−
0 )

𝑛𝑣𝜆 =
𝑛−1∑︁
𝑚=0
(𝐺−0 )

𝑛−1−𝑚 [𝐺+0 ,𝐺
−
0 ] (𝐺

−
0 )

𝑚𝑣𝜆 =
𝑛−1∑︁
𝑚=0
(𝐺−0 )

𝑛−1−𝑚 (
(u − 3) 𝐽0 + 3𝐽 2

0 − u
2𝐿0

)
(𝐺−0 )

𝑚𝑣𝜆

=
𝑛−1∑︁
𝑚=0

(
(u − 3) ( 𝑗𝜆 −𝑚) + 3( 𝑗𝜆 −𝑚)2 − u

2Δ
BP
𝜆

)
(𝐺−0 )

𝑛−1𝑣𝜆

= 1
2𝑛

(
2𝑛2 − (6 𝑗𝜆 + u)𝑛 + 6 𝑗2

𝜆
− 2 + (2 𝑗𝜆 + 1 − ΔBP

𝜆
)u
)
(𝐺−0 )

𝑛−1𝑣𝜆 .

(3.21)

Substituting (3.20) into this somewhat unappealing expression improves it greatly:

(3.22) 𝐺+0 (𝐺
−
0 )

𝑛𝑣𝜆 = 𝑛(𝑛 − 𝜆2 − 1) (𝑛 + 𝜆1 + 1 − u
2 ) (𝐺

−
0 )

𝑛−1𝑣𝜆 .

As u is odd, this only vanishes for 𝑛 = 𝜆2 + 1 ∈ ℤ⩾1. ■

Proposition 3.10 ([32, Props. 4.13 and 4.14]). For u ∈ {3, 5, 7, . . .}, the conjugate and spectral flow of theBP(u, 2)-module
H𝜆 , 𝜆 ∈ Pu−3

⩾ , are respectively given by

(3.23) 𝜐BP
(
H𝜆

)
� Hd∇(𝜆) and 𝜎BP

(
H𝜆

)
� H∇(𝜆) ,
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Proof. It follows from (3.5a) and Proposition 3.9 that a highest-weight vector of 𝜐BP
(
H𝜆

)
is obtained as the image under

𝜐BP of any vector in H𝜆 of weight ( 𝑗𝜆−𝜆2,Δ
BP
𝜆
). Noting that 2k+3 = u−3, we conclude from (3.6) that this highest-weight

vector has weight (− 𝑗𝜆 + 𝜆2 − u−3
3 ,ΔBP

𝜆
). Setting this equal to ( 𝑗𝜇,ΔBP

𝜇 ) results in a unique solution with 𝜇 ∈ Pu−3
⩾ . The

same method works for spectral flow once we note that a highest-weight vector of 𝜎BP
(
H𝜆

)
is also obtained as the image

of a vector in H𝜆 of weight ( 𝑗𝜆 − 𝜆2,Δ
BP
𝜆
). ■

The invertible functors corresponding to the automorphisms (3.5) thus act on the isomorphism classes of the irreducible
highest-weight BP(u, 2)-modules as permutations of the Dynkin labels of the 𝔰𝔩3-weight 𝜆.

3.5. Irreducible characters. Our next aim is to deduce a formula for the characters

(3.24) ch
[
H𝜆

] (
z; q

)
= tr

H𝜆
z𝐽0q𝐿0−cBP (k)/24 .

of the irreducible highest-weight BP(u, 2)-modules H𝜆 , 𝜆 ∈ Pu−3
⩾ . Because these modules may all be obtained as

quantum hamiltonian reductions of A2 (u, 2)-modules (Theorem 3.7), their characters follow by applying the Euler–
Poincaré principle to the cohomology of the complex C (L̂𝜆−u𝜔0/2). However, it is well known (at least in the principal
case [38]) that this method leads to an indeterminate form for the character. A key point is that the prescription used to
resolve this indeterminacy must be independent of the highest-weight module being reduced.

Given a Vk (𝔰𝔩3)-module M̂, the Euler–Poincaré principle shows that the character of its minimal quantum hamiltonian
reduction has the form

(3.25) ch
[
Φmin. (M̂)

]
= ch

[
𝐻 0 (C (M̂), 𝑄0

) ]
=
∑︁
𝑛∈ℤ
(−1)𝑛 ch

[
C𝑛 (M̂)

]
= ch

[
M̂

] ∑︁
𝑛∈ℤ
(−1)𝑛 ch

[
(F1 ⊗ F3)𝑛

]
,

since the cohomology is concentrated in degree 0 (Theorem 3.6). Using the definition (3.10) of the fermionic ghost
(super)character, the sum over 𝑛 = 𝑟 + 𝑠 is easily simplified:∑︁

𝑛∈ℤ
(−1)𝑛 ch

[
(F1 ⊗ F3)𝑛

] (
y1, y3; q

)
=
∑︁
𝑟 ∈ℤ

tr(F1 )𝑟 (−y1)𝑟q𝑇
F1
0 −1/12 ∑︁

𝑠∈ℤ
tr(F3 )𝑠 (−y3)𝑠q𝑇

F3
0 −1/12

= sch
[
F1] (y1; q

)
sch

[
F3] (y3; q

)
.

(3.26)

Recalling the definitions (2.13) and (3.24) of Vk (𝔰𝔩3)- and BPk-characters, it now follows from the explicit formulae (3.14)
for 𝐿, 𝐽 and cBP (k) that

(3.27) ch
[
𝐻 0 (C (M̂), 𝑄0

) ] (
z; q

)
= qk/3 ch

[
M̂

] (
(zq2)−1/3, (z/q)1/3; q

)
sch

[
F1] (z; q) sch

[
F3] (1; q

)
.

This is problematic because sch
[
F3] (y3; q

)
has a factor of the form 1 − y−1

3 that vanishes when y3 = 1.
If we now take M̂ to be a Verma module, then its character may be written as a quotient with an infinite product in

the denominator. The factor in this product corresponding to the highest root 𝛼3 of 𝔰𝔩3 has the form 1 − z1z2q. This
vanishes for z1 = (zq2)−1/3 and z2 = (z/q)1/3, compensating for that of the factor 1− y−1

3 in sch
[
F3] (1; q

)
= 0. This is the

advertised indeterminacy of the character formula (3.27). We resolve it by first setting

(3.28a) y3 = z−1
1 z−1

2 q−1,

cancelling the vanishing factors in sch
[
F3] and ch

[
M̂

]
, and only then setting

(3.28b) z1 = (zq2)−1/3 and z2 = (z/q)1/3 .

Using (3.10b) and some standard properties of Jacobi theta functions, our prescription for computing the character of the
reduction thus takes the following form.

Proposition 3.11. Let M̂ be a highest-weight Vk (𝔰𝔩3)-module, k ≠ −3. The character of its minimal quantum hamiltonian
reduction is then given by

(3.29) ch
[
Φmin. (M̂)

] (
z; q

)
= z−1/2q(2k+3)/6 ch

[
M̂

] (
z1, z2; q

) i𝜗1 (z; q) i𝜗1 (z1z2; q)
𝜂 (q)2

���z1=(zq2 )−1/3

z2=(z/q)1/3
.

It is easy to check that applying this to a Verma Vk (𝔰𝔩3)-module reproduces the character of a Verma BPk-module.
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In principle, we could apply this prescription when M̂ is one of the irreducible highest-weight A2 (u, 2)-modules using
the explicit character formula given in Theorem 2.7. However, we are not particularly interested in the resulting explicit
formulae for the characters of the irreducible highest-weight BP(u, 2)-modules. Our interest is rather in their modular
S-transforms.

3.6. Modular transforms. Recall (Theorem 3.4) that for all u ∈ {3, 5, 7, . . .},BP(u, 2) is𝐶2-cofinite and rational. Because
its conformal weights are nonnegative integers, it follows that its irreducible characters, which are linearly independent,
span a representation of the modular group [75]. Our goal is to determine the S-transforms of these characters using those
given for the (meromorphic extensions of the) irreducible highest-weight A2 (u, 2)-characters in Theorem 2.8.

By Theorem 3.7, we may restrict our reductions to the L̂𝜇 , with 𝜇 = 𝜆− u
2𝜔0 and 𝜆 ∈ Pu−3

⩾ . We let z = e2𝜋 i𝜁 , z1 = e2𝜋 i𝜁1 ,
z2 = e2𝜋 i𝜁2 and q = e2𝜋 i𝜏 , as before. With these new variables, the character formula (3.29) becomes

(3.30) ch
[
H𝜆

] (
𝜁 ;𝜏

)
= e−𝜋 i𝜁 e𝜋 i(2k+3)𝜏/3 ch

[
L̂𝜇

] (
𝜁1, 𝜁2;𝜏

) i𝜗1 (𝜁 ;𝜏) i𝜗1 (𝜁1 + 𝜁2;𝜏)
𝜂 (𝜏)2

���𝜁1=− 𝜁 +2𝜏
3

𝜁2=
𝜁 −𝜏

3

.

Note the nonconstant 𝜆-independent exponential prefactors of this formula. They and their S-transforms are examples of
automorphy factors and hence will be ignored in the modular computations to follow.

We require a few preparatory lemmas.

Lemma 3.12. For k admissible, the T-matrix (2.16) of A2 (u, v) satisfies

(3.31) T̂w0 ·𝜈 = e2𝜋 i(u/v−⟨𝜈,𝛼3 ⟩) T̂𝜈 and T̂∇(𝜈 ) = e2𝜋 i(u/3v−⟨𝜈,𝜔1 ⟩) T̂𝜈 , 𝜈 ∈ Admu,v .

Proof. These follow by inserting

(3.32) w0 (𝜈 + 𝜌) = w3 (𝜈 + 𝜌) + u
v𝛼3 and ∇(𝜈 + 𝜌) = w2w1 (𝜈 + 𝜌) + u

v (𝜔2 − 𝜔0)

into (2.16) and using the orthogonality of Weyl reflections. ■

Recall from Remark 2.9 and Corollary 2.24 that the meromorphic extensions of the characters of the D6-twists and
spectral flows of the highest-weight A2 (u, 2)-modules are linearly dependent. A special case is as follows.

Lemma 3.13. For u ∈ {3, 5, 7, . . .}, the meromorphic extensions of the highest-weight A2 (u, 2)-characters satisfy

(3.33) ch
[
𝜎𝑔

1 (L̂𝜈 )
]
= 𝜀 (𝜈) ch

[
L̂𝜉 (𝜈 )

]
, 𝜈 ∈ Admu,2,

where 𝜀 (𝜈) ∈ {±1} and 𝜉 (𝜈) ∈ Admu,2 are defined in the following table.

𝜈 = 𝜆 − u
2𝜔0 𝜈 = 𝜆 − u

2𝜔2 𝜈 = 𝜆 − u
2𝜔1 𝜈 = w1 · (𝜆 − u

2𝜔1)
𝜀 (𝜈) +1 −1 +1 −1
𝜉 (𝜈) ∇−1 (𝜆) − u

2𝜔1 w1 · (𝜆 − u
2𝜔1) 𝜆 − u

2𝜔0 ∇−1 (𝜆) − u
2𝜔2

Here, we parametrise 𝜈 ∈ Admu,2 in terms of 𝜆 ∈ Pu−3
⩾ as per (3.17).

Proof. We consider each of the four cases in detail.

1. 𝜈 = 𝜆 − u
2𝜔0: Here, 𝜎𝑔1 (L̂𝜈 ) is lower bounded, hence is isomorphic to L̂𝜉 for some 𝜉 ∈ Admu,2. Since

(3.34) 𝑒𝑖𝑛𝜎
𝑔1 (𝑣) = 𝜎𝑔1 (𝑒𝑖

𝑛+⟨𝛼𝑖 ,𝑔1 ⟩𝑣) and 𝑓 𝑖𝑛𝜎
𝑔1 (𝑣) = 𝜎𝑔1 (𝑓 𝑖

𝑛−⟨𝛼𝑖 ,𝑔1 ⟩𝑣), 𝑖 = 1, 2, 3,

𝜎𝑔
1 (𝑣) is a highest-weight vector if 𝑒1

1𝑣 = 𝑒2
0𝑣 = 𝑓 3

0 𝑣 = 0. It follows that we should take 𝑣 to be the image of the
highest-weight vector of L̂𝜈 under w1w2, see Figure 2. Using (2.22), the weight of 𝜎𝑔1 (𝑣) is thus

(3.35) 𝜉 = w1w2 (𝜈) + k(𝜔1 − 𝜔0) = (𝜆2, 𝜆0, 𝜆1) − u
2𝜔1.

2. 𝜈 = 𝜆 − u
2𝜔2: In this case, there is no 𝑣 ∈ L̂𝜈 for which 𝜎𝑔1 (𝑣) is a highest-weight vector (because 𝜎𝑔1 (L̂𝜈 ) is not lower

bounded). But, 𝜈1 + 𝜈2 ∉ ℤ⩾−1 implies that 𝑓 3
0 acts injectively on L̂𝜈 . Localisation therefore results in a reducible

semirelaxed highest-weight A2 (u, 2)-module with L̂𝜈 as a composition factor. By Theorem 2.23, the quotient M̂ is
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𝑒1
0

𝑒2
0

𝑓 3
0

𝜈

w1w2 (𝜈 ) L̂𝜈

𝜈 = 𝜆 − u
2𝜔0

𝜈
w1 (𝜈 )

L̂𝜈

𝜈 = 𝜆 − u
2𝜔2

w1 (𝜈 ) + 𝛼3 M̂

𝜈

L̂𝜈

𝜈 = 𝜆 − u
2𝜔1

𝜈 + 𝛼1

M̂

𝜈 + 𝛼1 + 𝛼3 N̂

𝜈

L̂𝜈

𝜈 = w1 · (𝜆 − u
2𝜔1)

𝜈 + 𝛼1

w3 (𝜈 + 𝛼1 )
M̂

Figure 2. Depictions of the top space of L̂𝜈 , where 𝜈 depends on 𝜆 ∈ Pu−3
⩾ , and those of its colleagues

M̂ and N̂ when needed, for each of the four cases analysed in the proof of Lemma 3.13.

irreducible. It has a vector of weight w1 (𝜈) + 𝛼3 whose image under 𝜎𝑔1 is highest-weight, see Figure 2. This identifies
𝜎𝑔

1 (M̂) with L̂𝜉 , where

(3.36) 𝜉 = w1 (𝜈) + 𝛼3 + k(𝜔1 − 𝜔0) = (k + 1 − 𝜆2, k + 1 − 𝜆1, k + 1 − 𝜆0).

But, ch
[
L̂𝜈

]
= − ch

[
M̂

]
, by Corollary 2.24, hence ch

[
𝜎𝑔

1 (L̂𝜈 )
]
= − ch

[
L̂𝜉

]
(as meromorphic functions).

3. 𝜈 = 𝜆 − u
2𝜔1: Again, there is no vector in L̂𝜈 whose image under 𝜎𝑔1 is highest-weight. As 𝜈1 ∉ ℤ⩾0, we may proceed

as in case 2. and localise with respect to 𝑓 1
0 to get a semirelaxed highest-weight module with irreducible quotient

M̂. Unfortunately, this quotient also has no vector whose image under 𝜎𝑔1 is highest-weight, see Figure 2. But,
Theorem 2.23 gives M̂ as the w1-twist of an irreducible highest-weight module of highest weight

(3.37) w1 (𝜈 + 𝛼1) = (k + 1 − 𝜈2,−𝜈1 − 1, k + 1 − 𝜈0).

As k + 1 − 𝜈0 ∉ ℤ⩾0, we may localise M̂ with respect to w1 (𝑓 2
0 ) = 𝑓 3

0 and obtain another semirelaxed highest-weight
module. The quotient N̂ of this semirelaxed module does have a vector of the desired type, so we deduce from
Corollary 2.24 that ch

[
L̂𝜈

]
= − ch

[
M̂

]
= ch

[
N̂
]
, hence ch

[
𝜎𝑔

1 (L̂𝜈 )
]
= ch

[
L̂𝜉

]
with

(3.38) 𝜉 = 𝜈 + 𝛼1 + 𝛼3 + k(𝜔1 − 𝜔0) = (𝜆0, 𝜆1, 𝜆2) − u
2𝜔0 .

4. 𝜈 = w1 · (𝜆− u
2𝜔1): Our final case also requires a localisation with respect to 𝑓 1

0 , as in case 3., whence the introduction of
the quotient M̂. However, this time k+1−𝜈0 lies in ℤ⩾0 as it is the second Dynkin label of w1 ·𝜈 . Thus, M̂ has a vector
whose image under 𝜎𝑔1 is highest-weight, see Figure 2. Proceeding as above, it follows that ch

[
𝜎𝑔

1 (L̂𝜈 )
]
= − ch

[
L̂𝜉

]
,

where

■(3.39) 𝜉 = w3 (𝜈 + 𝛼1) + k(𝜔1 − 𝜔0) = (𝜆2, 𝜆0, 𝜆1) − u
2𝜔2.

Theorem 3.14. For all u ∈ {3, 5, 7, . . .}, the S-transform of the character of the irreducible BP(u, 2)-module H𝜆 , 𝜆 ∈ Pu−3
⩾ ,

is given, up to an omitted automorphy factor, by

ch
[
H𝜆

] ( 𝜁
𝜏

;− 1
𝜏

)
=

∑︁
𝜆′∈Pu−3

⩾

SBP
𝜆,𝜆′ ch

[
H𝜆′

] (
𝜁 ;𝜏

)
,(3.40a)

SBP
𝜆,𝜆′ =

i
√

3u
e2𝜋 i( 𝑗𝜆+𝑗𝜆′−u/3)

∑︁
w∈S3

det(w)e−4𝜋 i⟨w (𝜆+𝜌 ),𝜆′+𝜌 ⟩/u.(3.40b)
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Proof. We begin by substituting the known S-transforms of the ch
[
L̂𝜇

]
(given in Theorem 2.8), 𝜗1 and 𝜂:

ch
[
H𝜆

] ( 𝜁
𝜏

;− 1
𝜏

)
= ch

[
L̂𝜇

] (
𝜁1, 𝜁2;− 1

𝜏

) i𝜗1 ( 𝜁𝜏 ;− 1
𝜏
) i𝜗1 (𝜁1 + 𝜁2;− 1

𝜏
)

𝜂 (− 1
𝜏
)2

���𝜁1=− 𝜁 −2
3𝜏

𝜁2=
𝜁 +1
3𝜏

= −
∑︁

𝜈∈Admu,2̂

S𝜇,𝜈 ch
[
L̂𝜈

] (
𝜁1𝜏, 𝜁2𝜏 ;𝜏

) i𝜗1 (𝜁 ;𝜏) i𝜗1 (𝜁1𝜏 + 𝜁2𝜏 ;𝜏)
𝜂 (𝜏)2

���𝜁1=− 𝜁 −2
3𝜏

𝜁2=
𝜁 +1
3𝜏

.

(3.41)

(Here, as always, we omit some automorphy factors.) Define 𝜁 ′1 = − 𝜁+2𝜏
3 and 𝜁 ′2 =

𝜁−𝜏
3 , so that the given specialisations of

𝜁1 and 𝜁2 imply that

(3.42) 𝜁1𝜏 = 𝜁
′
1 + 2

3 (𝜏 + 1) and 𝜁2𝜏 = 𝜁
′
2 + 1

3 (𝜏 + 1).

Substituting for 𝜁1 and 𝜁2 throughout then gives

(3.43) ch
[
H𝜆

] ( 𝜁
𝜏

;− 1
𝜏

)
= −

∑︁
𝜈∈Admu,2̂

S𝜇,𝜈 ch
[
L̂𝜈

] (
𝜁 ′1 + 2

3 (𝜏 + 1), 𝜁 ′2 + 1
3 (𝜏 + 1);𝜏

) i𝜗1 (𝜁 ;𝜏) i𝜗1 (𝜁 ′1 + 𝜁
′
2;𝜏)

𝜂 (𝜏)2
���𝜁 ′1=− 𝜁 +2𝜏

3

𝜁 ′2=
𝜁 −𝜏

3

,

where we once again ignore an automorphy factor.
If we drop the primes in this expression, the factor multiplying Ŝ𝜇,𝜈 looks like the right-hand side of (3.30), except for

the shifts in the arguments of ch
[
L̂𝜈

]
. However, we can shift the third argument to 𝜏 +1 by applying an inverse T-transform.

Comparing with (2.23), we see that the result is now the character of a spectral flow of L̂𝜈 :

(3.44) ch
[
H𝜆

] ( 𝜁
𝜏

;− 1
𝜏

)
= −e−2𝜋 ik/3 ∑︁

𝜈∈Admu,2̂

S𝜇,𝜈 T̂
−1
𝜈 ch

[
𝜎𝑔

1 (L̂𝜈 )
] (
𝜁1, 𝜁2;𝜏 + 1

) i𝜗1 (𝜁 ;𝜏) i𝜗1 (𝜁1 + 𝜁2;𝜏)
𝜂 (𝜏)2

���𝜁1=− 𝜁 +2𝜏
3

𝜁2=
𝜁 −𝜏

3

.

Here, we again drop some automorphy factors, but keep a constant exponential prefactor.
Because BP(u, 2) is 𝐶2-cofinite and rational, the ch

[
H𝜆

]
are holomorphic for 𝜁 ∈ ℂ and 𝜏 in the upper-half plane.

We are therefore justified in working with the meromorphic extensions of the ch
[
𝜎𝑔

1 (L̂𝜈 )
]

to these domains. Invoking
Lemma 3.13 (and using the notation 𝜀 (𝜈) and 𝜉 (𝜈) defined there), (3.44) simplifies to

ch
[
H𝜆

] ( 𝜁
𝜏

;− 1
𝜏

)
= −e−2𝜋 ik/3 ∑︁

𝜈∈Admu,2̂

S𝜇,𝜈
T̂𝜉 (𝜈 )

T̂𝜈

𝜀 (𝜈) ch
[
L̂𝜉 (𝜈 )

] (
𝜁1, 𝜁2;𝜏

) i𝜗1 (𝜁 ;𝜏) i𝜗1 (𝜁1 + 𝜁2;𝜏)
𝜂 (𝜏)2

���𝜁1=− 𝜁 +2𝜏
3

𝜁2=
𝜁 −𝜏

3

= −e−𝜋 iu/3 ∑︁
𝜈∈Admu,2̂

S𝜇,𝜈
T̂𝜉 (𝜈 )

T̂𝜈

𝜀 (𝜈) ch
[
Φmin. (L̂𝜉 (𝜈 ) )

] (
𝜁 ;𝜏

)
(3.45)

(dropping even more automorphy factors).
Of the four cases for 𝜈 ∈ Admu,2 considered in Lemma 3.13, cases 1. and 4. both contribute nothing to (3.45) because

L̂𝜉 (𝜈 ) ∈ kerΦmin., by Theorem 3.6. In case 3., we have 𝜈 = 𝜆′ − u
2𝜔1, for some 𝜆′ ∈ Pu−3

⩾ , 𝜀 (𝜈) = +1 and 𝜉 (𝜈) = 𝜆′ − u
2𝜔0.

The contribution to the coefficient of ch
[
H𝜆′

]
= ch

[
Φmin. (L̂𝜉 (𝜈 ) )

]
in (3.45) is therefore

(3.46) −e−𝜋 iu/3Ŝ𝜆− u
2𝜔0, 𝜆′− u

2𝜔1

T̂𝜆′− u
2𝜔0

T̂𝜆′− u
2𝜔1

=
i

2
√

3u
e2𝜋 i⟨𝜆+𝜆′,𝜔1 ⟩e−2𝜋 iu/3 ∑︁

w∈S3

det(w)e−4𝜋 i⟨w (𝜆+𝜌 ),𝜆′+𝜌 ⟩/u,

by (2.15a) and (2.16). In case 2., we instead have 𝜈 = 𝜆′ − u
2𝜔2, 𝜀 (𝜈) = −1 and 𝜉 (𝜈) = w0 ·

(
∇−1 (𝜆′) − u

2𝜔0
)
. Replacing 𝜆′

by ∇(𝜆′) ∈ Pu−3
⩾ , the case 2. contribution to the coefficient of ch

[
H𝜆′

]
= ch

[
Φmin. (L̂𝜉 (𝜈 ) )

]
now follows using Lemma 3.12

and Equation (3.32):

(3.47) e−𝜋 iu/3Ŝ𝜆− u
2𝜔0, ∇(𝜆′ )− u

2𝜔2

T̂w0 · (𝜆′− u
2𝜔0 )

T̂∇(𝜆′ )− u
2𝜔2

=
i

2
√

3u
e2𝜋 i⟨𝜆+𝜆′,𝜔1 ⟩e−2𝜋 iu/3 ∑︁

w∈S3

det(w)e−4𝜋 i⟨w (𝜆+𝜌 ),𝜆′+𝜌 ⟩/u .

The contributions are thus equal and the proof is completed by noting that

■(3.48) 𝑗𝜆 = ⟨𝜆,𝜔1⟩ mod ℤ.

We finish with two simple identities that will be used in Section 5.

Corollary 3.15. For all u ∈ {3, 5, 7, . . .}, 𝜆, 𝜆′ ∈ Pu−3
⩾ and 𝑛 ∈ ℤ, we have

(3.49) SBP∇𝑛 (𝜆),𝜆′ = e−2𝜋 i𝑛 ( 𝑗𝜆′−u/3)SBP
𝜆,𝜆′ and SBPd(𝜆),d(𝜆′ ) = e2𝜋 i( 𝑗𝜆+𝑗𝜆′ )SBP

𝜆,𝜆′ .
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Proof. Since 𝑗∇(𝜆) − 𝑗𝜆 = u
3 mod ℤ, the factor e2𝜋 i𝑛u/3 in the first identity is easy. For the other factor, consider

(3.50) 𝔖𝜆,𝜆′ =
∑︁
w∈S3

det(w)e−4𝜋 i⟨w (𝜆+𝜌 ),𝜆′+𝜌 ⟩/u.

As per (3.32), 𝜆 ∈ Pu−3
⩾ gives ∇(𝜆) + 𝜌 = w2w1 (𝜆 + 𝜌) + u(𝜔2 − 𝜔0), hence

(3.51) 𝔖∇(𝜆),𝜆′ =
∑︁
w∈S3

det(w)e−4𝜋 i⟨w (𝜆+𝜌 ),𝜆′+𝜌 ⟩/ue−4𝜋 i⟨ww1w2 (𝜔2−𝜔0 ),𝜆′+𝜌 ⟩ = e2𝜋 i⟨𝜔2,𝜆
′ ⟩𝔖𝜆,𝜆′ ,

since the action of S3 on P shifts weights by elements of Q. This proves the first identity since 𝜔2 = −𝜔1 mod Q. The
second identity follows similarly using the orthogonality of d and 𝑗d(𝜆) = − 𝑗𝜆 . ■

3.7. Fusion rules. Given u ∈ {3, 5, 7, . . .}, compare the S-matrix (3.40b) of the Bershadsky–Polyakov minimal model
BP(u, 2) with that of the rational 𝔰𝔩3 minimal model A2 (u, 1) given in (2.24). The only difference in the sums over S3 is
that the 2 in the exponent of (2.24) is replaced by a 4 in (3.40b). This suggests [27] realising the latter as the result of
applying a Galois symmetry to the former. Since ⟨𝜔𝑖 , 𝜔 𝑗 ⟩ ∈ 1

3ℤ for all 𝑖, 𝑗 = 1, 2, any such Galois symmetry must map
e2𝜋 i/3u to e4𝜋 i/3u.

In fact, the factors of i and
√

3 in these S-matrices indicate [19] a Galois symmetry of ℚ[𝜉], where 𝜉 is a primitive
12u-th root of unity. We take 𝜉 = e𝜋 i/6u for definiteness, so that i = 𝜉3u and

√
3 = 𝜉u + 𝜉−u. Requiring that 𝜉4 be mapped

to 𝜉8 now gives four candidates, 𝜉 ↦→ 𝜉2, 𝜉3u+2, 𝜉6u+4 or 𝜉9u+6, only the second of which is a Galois symmetry (because u

odd gives gcd{3u + 2, 12u} = 1). Denoting the Galois symmetry 𝜉 ↦→ 𝜉3u+2 of ℚ[𝜉] by Gal, we now have

(3.52)
Gal(i) = i3u+2 = (−1) (u−1)/2 i,

Gal(
√

3) = e𝜋 i(3u+2)/6 + e−𝜋 i(3u+2)/6 = (−1) (u+1)/2
√

3
⇒ Gal

(
−i
√

3u

)
=

i
√

3u
.

It follows that the relation between the BP(u, 2) and A2 (u, 1) S-matrices is

(3.53) SBP
𝜆,𝜆′ = e2𝜋 i( 𝑗𝜆+𝑗𝜆′−u/3) Gal

(
Ŝ(u,1)
𝜆,𝜆′

)
, 𝜆, 𝜆′ ∈ Pu−3

⩾ .

As was first noted in [19], there exists a permutation 𝜋 of Pu−3
⩾ and a function 𝜖 : Pu−3

⩾ → {±1} satisfying

(3.54) Gal
(
Ŝ(u,1)
𝜆,𝜆′

)
= 𝜖 (𝜆′)Ŝ(u,1)

𝜆,𝜋 (𝜆′ ) , 𝜆, 𝜆′ ∈ Pu−3
⩾ .

The function 𝜖 is easily understood in this example. First, it includes the sign −1 determined in (3.52). Otherwise, it
describes the effect of applying Gal to the sum in (2.24). This amounts to replacing 𝜆′ ∈ Pu−3

⩾ by 2𝜆′ + 𝜌 . However,

(3.55) ⟨𝜆′ + 𝜌, 𝛼𝑖⟩ ∉ uℤ ⇒ ⟨(2𝜆′ + 𝜌) + 𝜌, 𝛼𝑖⟩ ∉ uℤ, 𝑖 = 1, 2, 3,

hence there exists a unique element of the affine Weyl group of 𝔰𝔩3 mapping 2𝜆′ + 𝜌 back into Pu−3
⩾ . Because of the

symmetries of Ŝ(u,1)
𝜆,𝜆′ under affine Weyl reflections (Section 2.4), 𝜖 (𝜆′) is identified with (the negative of) the determinant

of this unique Weyl element.
The fusion rules of BP(u, 2) now follow as a simple consequence of these considerations, if we assume that the

fusion coefficients are given by the Verlinde formula. As BP(u, 2) is 𝐶2-cofinite and rational, this would be so, by a
famous theorem of Huang [45], except that this theorem requires the vertex operator algebra under consideration to be
self-contragredient with nonnegative-integer conformal weights. Unfortunately, there is no choice of conformal structure
for BP(u, 2) satisfying both these requirements: the self-contragredient choice results in the conformal weights of both
𝐺+ and 𝐺− being 3

2 .
We will therefore assume for the following theorem that Huang’s theorem can be generalised to cover BP(u, 2). To

prove this, one could take the self-contragredient conformal structure and pass to the ℤ2-orbifold spanned by the vectors
of integral conformal weight, reconstructing the Verlinde formula for BP(u, 2) using induction as in [18, App. A]. But,
we will not pursue this proof here because the fusion rules reported below will only be used to elucidate those of A2 (u, 2)
in Section 5.5 and this elucidation will also rest upon further assumptions.

Theorem 3.16. For each u ∈ {3, 5, 7, . . .}, the fusion rules of the irreducible BP(u, 2)-modules take the form

(3.56a) H𝜆 ⊠H𝜇 �
⊕

𝜈∈Pu−3
⩾

ℕBP 𝜈
𝜆,𝜇

H𝜈 , 𝜆, 𝜇 ∈ Pu−3
⩾ ,
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where the fusion coefficients coincide with those of A2 (u, 1) given in Equation (2.26b):

(3.56b) ℕBP 𝜈
𝜆,𝜇

= ℕ̂
(u,1) 𝜈
𝜆,𝜇

, 𝜆, 𝜇, 𝜈 ∈ Pu−3
⩾ .

Proof. Since BP(u, 2) and A2 (u, 1) are 𝐶2-cofinite and rational (Theorems 2.11 and 3.4), their fusion products are
completely reducible and, with the assumption described above, the multiplicity with which each irreducible appears is
given by the Verlinde formula. Let ∅ = (u − 3)𝜔0 ∈ Pu−3

⩾ denote the 𝔰𝔩3-weight corresponding to the vacuum module of
BP(u, 2) and A2 (u, 1). Substituting Equations (3.53) and (3.54) into the BP(u, 2) Verlinde formula then gives

(3.57) ℕBP 𝜈
𝜆,𝜇

=
∑︁

Λ∈Pu−3
⩾

SBP
𝜆,Λ

SBP
𝜇,Λ (SBP𝜈,Λ)∗

SBP∅,Λ
= e2𝜋 i( 𝑗𝜆+𝑗𝜇− 𝑗𝜈 )

∑︁
Λ∈Pu−3

⩾

Ŝ(u,1)
𝜆,𝜋 (Λ) Ŝ

(u,1)
𝜇,𝜋 (Λ) (Ŝ

(u,1)
𝜈,𝜋 (Λ) )

∗

Ŝ(u,1)∅,𝜋 (Λ)

= ℕ̂
(u,1) 𝜈
𝜆,𝜇

,

since the signs 𝜖 (Λ) and the phases e2𝜋 i( 𝑗Λ−u/3) cancel, 𝜋 is a permutation, 𝑗𝜆 + 𝑗𝜇 − 𝑗𝜈 = ⟨𝜆 + 𝜇 − 𝜈, 𝜔1⟩ mod ℤ by (3.48),
and the A2 (u, 1) fusion coefficient on the right-hand side vanishes unless the projection of 𝜆 + 𝜇 − 𝜈 onto 𝔥∗ lies in Q

(Section 2.4). ■

We conclude with two straightforward identities that the BP(u, 2) fusion coefficients satisfy. They may be deduced from
Theorem 3.16 as consequences of the corresponding identities forA2 (u, 1) or by substituting the identities of Corollary 3.15
into the Verlinde formula.

Corollary 3.17. For all u ∈ {3, 5, 7, . . .}, 𝜆, 𝜆, 𝜆′′ ∈ Pu−3
⩾ and 𝑛 ∈ ℤ, we have

(3.58) ℕBP𝜆′′

∇𝑛 (𝜆),𝜆′ = ℕBP𝜆′′

𝜆,∇𝑛 (𝜆′ ) = ℕ
BP ∇−𝑛 (𝜆′′ )
𝜆,𝜆′ and ℕ

BPd(𝜆′′ )
d(𝜆),d(𝜆′ ) = ℕBP𝜆′′

𝜆,𝜆′ .

4. Inverse quantum hamiltonian reduction

In this section, we realise Vk (𝔰𝔩3) as a subalgebra of the tensor product of the universal Bershadsky–Polyakov vertex
operator algebra BPk and some free-field algebras. We also review the analogous realisation of A2 (u, v), following [3] (to
which we refer for further information).

4.1. Bosonic ghosts. The bosonic ghost system, also known as a symplectic boson pair, is the simple vertex algebra G

strongly and freely generated by bosonic fields 𝛽 (𝑧) and 𝛾 (𝑧) satisfying the operator product expansions

(4.1) 𝛽 (𝑧)𝛾 (𝑤) ∼ −1
𝑧 −𝑤 , 𝛽 (𝑧)𝛽 (𝑤) ∼ 0 ∼ 𝛾 (𝑧)𝛾 (𝑤).

This vertex algebra admits a one-parameter family of conformal structures. We shall choose the associated energy-
momentum tensor to be

(4.2) 𝑇G (𝑧) = −:𝜕𝛾𝛽:(𝑧),

so that the central charge is cG = 2 and the fields 𝛽 (𝑧) and 𝛾 (𝑧) are conformal primaries of weights 1 and 0, respectively.
The composite field :𝛽𝛾 :(𝑧) generates a rank-1 Heisenberg subalgebra of G. The action of the zero-mode :𝛽𝛾 :0 gives

rise to a second “horizontal” grading on G. We have

(4.3)
:𝛽𝛾 :(𝑧)𝛽 (𝑤) ∼ 𝛽 (𝑤)

𝑧 −𝑤 , :𝛽𝛾 :(𝑧)𝛾 (𝑤) ∼ − 𝛾 (𝑤)
𝑧 −𝑤 , :𝛽𝛾 :(𝑧):𝛽𝛾 :(𝑤) ∼ − 1

(𝑧 −𝑤)2
,

𝑇G (𝑧):𝛽𝛾 :(𝑤) ∼ − 1

(𝑧 −𝑤)3
+ :𝛽𝛾 :(𝑤)
(𝑧 −𝑤)2

+ 𝜕:𝛽𝛾 :(𝑤)
𝑧 −𝑤 .

The modes of the bosonic ghost vertex operator algebra are defined by the expansions

(4.4) 𝛽 (𝑧) =
∑︁
𝑛∈ℤ

𝛽𝑛𝑧
−𝑛−1 and 𝛾 (𝑧) =

∑︁
𝑛∈ℤ

𝛾𝑛𝑧
−𝑛 .

The mode algebra is then (a completion of) the universal enveloping algebra of an infinite-dimensional Lie algebra
𝔤 = span{𝛽𝑛, 𝛾𝑛,1 : 𝑛 ∈ ℤ} with 1 central and the remaining Lie brackets being given by

(4.5) [𝛽𝑚, 𝛾𝑛] = −𝛿𝑚+𝑛,01, [𝛽𝑚, 𝛽𝑛] = [𝛾𝑚, 𝛾𝑛] = 0.
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This Lie algebra admits conjugation and spectral flow automorphisms, 𝜐G and 𝜎 ℓG, ℓ ∈ ℤ. These preserve 1 and are
given by [68]

(4.6)
𝜐G (𝛽𝑛) = 𝛾𝑛, 𝜐G (𝛾𝑛) = −𝛽𝑛, 𝜐G (:𝛽𝛾 :𝑛) = −:𝛽𝛾 :𝑛 + 𝛿𝑛,01, 𝜐G (𝑇G

𝑛 ) = 𝑇G
𝑛 − 𝑛:𝛽𝛾 :𝑛,

𝜎 ℓG (𝛽𝑛) = 𝛽𝑛−ℓ , 𝜎 ℓG (𝛾𝑛) = 𝛾𝑛+ℓ , 𝜎 ℓG (:𝛽𝛾 :𝑛) = :𝛽𝛾 :𝑛 + ℓ𝛿𝑛,01, 𝜎 ℓG (𝑇
G
𝑛 ) = 𝑇G

𝑛 − ℓ:𝛽𝛾 :𝑛 − 1
2 ℓ (ℓ − 1)𝛿𝑛,01.

The expected dihedral relation

(4.7) 𝜐G𝜎
ℓ
G𝜐
−1
G = 𝜎−ℓG , ℓ ∈ ℤ,

is readily verified. As in Definition 2.10, these automorphisms lift to invertible endofunctors on the category of 𝔤-modules
and thence to the category of G-modules. Again, conjugation preserves lower-boundedness while spectral flow need not.

Consider the G-modules on which :𝛽𝛾 :0 acts semisimply. The irreducibles in this category are easy to classify.

Proposition 4.1 ([68]). The irreducible G-modules on which :𝛽𝛾 :0 acts semisimply are exhausted, up to isomorphism, by
the following list of mutually inequivalent modules:

• The spectral flows of the highest-weight Verma moduleV. Its highest-weight vector has :𝛽𝛾 :0-eigenvalue 0 and conformal
weight 0. (V is the vacuum module.)
• The spectral flows of the relaxed highest-weight Verma modules W[𝜇 ] , with [𝜇] ∈ ℂ/ℤ \

{
[0]

}
. Their top spaces are

spanned by vectors𝑤𝜆 , 𝜆 ∈ [𝜇], of :𝛽𝛾 :0-eigenvalue 𝜆 and conformal weight 0.

The conjugation functor acts on the irreducibles of Proposition 4.1 by

(4.8) 𝜐G (V) � 𝜎−1
G (V) and 𝜐G (W[𝜇 ]) � W[−𝜇 ]

and (4.7). We mention that the “missing” coset [𝜇] = [0] in the relaxed classification corresponds to reducible relaxed
highest-weight G-modules. This includes the direct sum V ⊕ 𝜐G (V), but there also exist nonsplit extensions involving V

and 𝜐G (V) (both extension groups are one-dimensional). For simplicity, we define W[0] = V ⊕ 𝜐G (V).
We define the character of a G-module M to be

(4.9) ch
[
M

] (
y; q

)
= tr

M
y:𝛽𝛾 :0q𝑇

G
0 −cG/24 .

The character of the vacuum module is thus

(4.10) ch
[
V
] (
y; q

)
=

q−1/12∏∞
𝑖=1 (1 − yq𝑖 ) (1 − y−1q𝑖−1)

= y1/2 𝜂 (q)
i𝜗1 (y; q) .

Note that this character formula has obvious poles (as a function of y). Substituting the well known modular S-transforms
of 𝜂 and 𝜗1 will therefore only give the S-transform of the meromorphic extension of the character to y ∈ ℂ (as per
Remark 2.9).

As per the general formalism of [24, 70], the remedy is to instead consider the characters of the relaxed highest-weight
G-modules (and their spectral flows):

(4.11) ch
[
W[𝜇 ]

] (
y; q

)
=

q−1/12∏∞
𝑖=1 (1 − yq𝑖 ) (1 − y−1q𝑖 )

∑︁
𝑛∈ℤ

y𝜇+𝑛 = y𝜇
𝛿 (y)
𝜂 (q)2

, [𝜇] ∈ ℂ/ℤ.

Here, 𝛿 (y) = ∑
𝑛∈ℤ y𝑛 is the “delta function” of formal power series.

Proposition 4.2 ([68, Thm. 2 and Cor. 3]).

• The characters of the spectral flows of the W[𝜇 ] , [𝜇] ∈ ℂ/ℤ, form a topological basis for the space of characters of
G-modules on which :𝛽𝛾 :0 acts semisimply.
• Writing y = e2𝜋 i𝜃 and q = e2𝜋 i𝜏 , the S-transform of the character of 𝜎 ℓG (W[𝜇 ]) ≡Wℓ

[𝜇 ] , ℓ ∈ ℤ and [𝜇] ∈ ℝ/ℤ, is given,
up to an omitted automorphy factor, by

(4.12) ch
[
Wℓ
[𝜇 ]

] (
𝜃
𝜏

;− 1
𝜏

)
=
∑︁
ℓ ′∈ℤ

∫
ℝ/ℤ

SG(ℓ,𝜇 ),(ℓ ′,𝜇′ ) ch
[
Wℓ ′

[𝜇′ ]
] (
𝜃 ;𝜏

)
d[𝜇′], SG(ℓ,𝜇 ),(ℓ ′,𝜇′ ) = (−1)ℓ+ℓ ′e−2𝜋 i(ℓ𝜇′+ℓ ′𝜇 ) .
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• The S-transform of the character of 𝜎 ℓG (V) ≡ Vℓ , ℓ ∈ ℤ, is given, up to an omitted automorphy factor, by

(4.13) ch
[
Vℓ

] (
𝜃
𝜏

;− 1
𝜏

)
=
∑︁
ℓ ′∈ℤ

∫
ℝ/ℤ

SG(ℓ,•),(ℓ ′,𝜇′ ) ch
[
Wℓ ′

[𝜇′ ]
] (
𝜃 ;𝜏

)
d[𝜇′], SG(ℓ,•),(ℓ ′,𝜇′ ) = (−1)ℓ+ℓ ′+1 e−2𝜋 i(ℓ+1/2)𝜇′

2i sin(𝜋𝜇′) .

We emphasise that the modular category considered here is the full subcategory of G-modules on which :𝛽𝛾 :0 acts
semisimply with real eigenvalues.

4.2. The FMS bosonisation. Consider the abelian Lie algebra 𝜋 = spanℂ{𝑎, 𝑑} equipped with the indefinite symmetric
bilinear form defined by

(4.14) (𝑎 |𝑎) = 0 = (𝑑 |𝑑) and (𝑎 |𝑑) = 2.

The associated rank-2 Heisenberg vertex algebra H is strongly and freely generated by fields 𝑎(𝑧) and 𝑑 (𝑧) satisfying

(4.15) 𝑎(𝑧)𝑎(𝑤) ∼ 0 ∼ 𝑑 (𝑧)𝑑 (𝑤), 𝑎(𝑧)𝑑 (𝑤) ∼ 21
(𝑧 −𝑤)2

.

The group algebra ℂ[ℤ𝑎] = spanℂ{e𝑚𝑎 :𝑚 ∈ ℤ} is a 𝜋-module with action

(4.16) ℎe𝑚𝑎 = (ℎ |𝑚𝑎)e𝑚𝑎, ℎ ∈ 𝜋.

The corresponding lattice vertex algebra extension of H will be denoted by Π. It is strongly generated by 𝑎(𝑧), 𝑑 (𝑧) and
the e𝑚𝑎 (𝑧) with𝑚 ∈ ℤ (actually𝑚 = ±1 will do). The defining operator product expansions are (4.15) and

(4.17) 𝑎(𝑧)e𝑚′𝑎 (𝑤) ∼ 0 ∼ e𝑚𝑎 (𝑧)e𝑚′𝑎 (𝑤), 𝑑 (𝑧)e𝑚′𝑎 (𝑤) ∼ 2𝑚′ e𝑚′𝑎 (𝑤)
𝑧 −𝑤 , 𝑚,𝑚′ ∈ ℤ.

An old result of Friedan, Martinec and Shenker is that the bosonic ghosts vertex algebra G embeds into Π.

Proposition 4.3 ([40]). The following map defines an embedding G ↩→ Π of vertex algebras:

(4.18) 𝛽 ↦→ e𝑎, 𝛾 ↦→ 1
2 :(𝑎 + 𝑑)e−𝑎:(𝑧)

This embedding is commonly known as the FMS bosonisation of G.
The vertex algebra Π admits a two-parameter family of energy-momentum tensors. Because of the application reviewed

in Section 4.3, we choose the energy-momentum tensor

(4.19) 𝑇 Π (𝑧) = 1
2 :𝑎𝑑:(𝑧) + k

3 𝜕𝑎(𝑧) −
1
2 𝜕𝑑 (𝑧),

so that the central charge is

(4.20) cΠ (k) = 8k + 2.

The generators 𝑎, 𝑑 and e𝑚𝑎 ,𝑚 ∈ ℤ, then have conformal weights 1, 1 and𝑚, respectively.
The representation theory of Π was studied in [15]. The irreducible Π-modules, on which 𝑎0 and 𝑑0 act semisimply,

are labelled by cosets [𝜈] ∈ ℂ/ℤ. They may be realised as direct sums of Fock spaces for H, generated by the e𝜆𝑎+𝑛𝑑/2,
where 𝜆 ∈ [𝜈] and 𝑛 is a fixed integer. Such an irreducible is lower bounded if and only if 𝑛 = −1, in which case it is a
relaxed highest-weight Verma module. We shall denote it by

(4.21) Π [𝜈 ] = Π e𝜈𝑎−𝑑/2, [𝜈] ∈ ℂ/ℤ.

The action of the zero modes of the generators on the top space of Π [𝜈 ] is explicitly given by

(4.22) 𝑎0e𝜆𝑎−𝑑/2 = −e𝜆𝑎−𝑑/2, 𝑑0e𝜆𝑎−𝑑/2 = 2𝜆 e𝜆𝑎−𝑑/2, e𝑚𝑎
0 e𝜆𝑎−𝑑/2 = e(𝜆+𝑚)𝑎−𝑑/2, 𝜆 ∈ [𝜈], 𝑚 ∈ ℤ.

Moreover, this top space has conformal weight k
3 .

As the vertex algebra Π contains the rank-2 Heisenberg vertex algebra H, it admits a 2-parameter family of spectral
flow automorphisms 𝜎𝜉Π, where 𝜉 = 1

2 (𝜉
𝑎𝑎 + 𝜉𝑑𝑑) ∈ H. These spectral flows are explicitly given by

(4.23)
𝜎
𝜉

Π (𝑎𝑛) = 𝑎𝑛 − 𝜉
𝑑𝛿𝑛,01, 𝜎

𝜉

Π (𝑑𝑛) = 𝑑𝑛 − 𝜉
𝑎𝛿𝑛,01, 𝜎

𝜉

Π (e
𝑚𝑎
𝑛 ) = e𝑚𝑎

𝑛−𝑚𝜉𝑑
,

𝜎
𝜉

Π (𝑇
Π
𝑛 ) = 𝑇 Π

𝑛 − 𝜉𝑛 +
( 1

2𝜉
𝑎𝜉𝑑 − 1

2𝜉
𝑎 + k

3𝜉
𝑑
)
𝛿𝑛,01.
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Such automorphisms only preserve the moding (hence the untwisted module sector) if 𝜉𝑑 ∈ ℤ. They moreover only
preserve the property of being lower bounded if 𝜉𝑑 = 0, the effect of 𝜉𝑎 on Π [𝜈 ] being to simply shift the weight coset
[𝜈] ∈ ℂ/ℤ. More precisely, we have

(4.24) 𝜎
𝜉

Π (Π [𝜈 ]) � Π
𝜉𝑑

[𝜈+𝜉𝑎/2], 𝜉𝑎 ∈ ℂ, 𝜉𝑑 ∈ ℤ, [𝜈] ∈ ℂ/ℤ,

where Πℓ
[𝜈 ] is the Π-module generated by e𝜈𝑎+(ℓ−1)𝑑/2.

We define the character of a Π-module M to be

(4.25) ch
[
M

] (
z𝑎, z𝑑 ; q

)
= tr

M
z𝑎0
𝑎 z𝑑0

𝑑
q𝑇

Π
0 −cΠ (k)/24.

Hence, for [𝜈] ∈ ℂ/ℤ, the character of Π [𝜈 ] is given by

(4.26) ch
[
Π [𝜈 ]

] (
z𝑎, z𝑑 ; q

)
=
z−1
𝑎 qk/3−cΠ (k)/24∏∞

𝑖=1 (1 − q𝑖 )2
∑︁
𝑛∈ℤ

z2(𝑛+𝜈 )
𝑑

= z−1
𝑎 z2𝜈

𝑑

𝛿 (z2
𝑑
)

𝜂 (q)2
, [𝜈] ∈ ℂ/ℤ,

and that of the spectrally flowed module Πℓ
[𝜈 ] is

(4.27) ch
[
Πℓ
[𝜈 ]

] (
z𝑎, z𝑑 ; q

)
= zℓ𝑎q

−kℓ/3 ch
[
Π [𝜈 ]

] (
z𝑎, z𝑑q

ℓ/2; q
)
, [𝜈] ∈ ℂ/ℤ, ℓ ∈ ℤ.

To describe the modular S-transforms of these characters, we write z𝑎 = e2𝜋 i𝜁𝑎 , z𝑑 = e2𝜋 i𝜁𝑑 and q = e2𝜋 i𝜏 , so that

(4.28) ch
[
Πℓ
[𝜈 ]

] (
𝜁𝑎, 𝜁𝑑 ;𝜏

)
=

e2𝜋 i𝜁𝑎 (ℓ−1)e−2𝜋 ikℓ𝜏/3

𝜂 (𝜏)2
∑︁
𝑛∈ℤ

e2𝜋 i𝑛𝜈𝛿 (2𝜁𝑑 + ℓ𝜏 − 𝑛).

Proposition 4.4. The character (4.28) of the irreducible Π-module Πℓ
[𝜈 ] , ℓ ∈ ℤ and [𝜈] ∈ ℝ/ℤ, has S-transform

(4.29a) ch
[
Πℓ
[𝜈 ]

] ( 𝜁𝑎
𝜏
,
𝜁𝑑
𝜏

;− 1
𝜏

)
= 𝐴(𝜁𝑎, 𝜁𝑑 ;𝜏)

∑︁
ℓ ′∈ℤ

∫
ℝ/ℤ

SΠ(ℓ,𝜈 ),(ℓ ′,𝜈 ′ ) ch
[
Πℓ ′

[𝜈 ′ ]
] (
𝜁𝑎, 𝜁𝑑 ;𝜏

)
d[𝜈 ′],

where

(4.29b) SΠ(ℓ,𝜈 ),(ℓ ′,𝜈 ′ ) = e2𝜋 i(ℓ+ℓ ′ )k/3e−2𝜋 i(ℓ𝜈 ′+ℓ ′𝜈 )

and the automorphy factor is

(4.29c) 𝐴(𝜁𝑎, 𝜁𝑑 ;𝜏) = |𝜏 |−i𝜏
e4𝜋 i𝜁𝑎𝜁𝑑/𝜏e2𝜋 i𝜁𝑎 (𝜏−1)/𝜏e−4𝜋 ik𝜁𝑑 (𝜏−1)/3𝜏 .

This result may be verified by direct computation. We omit the details.

4.3. The inverse reduction embedding. The existence of an “inverse quantum hamiltonian reduction” embedding relating
BPk and Vk (𝔰𝔩3) was first deduced in [3], see also [30] for a generalisation to 𝔰𝔩𝑛 . This may be proven by combining
the Wakimoto free-field realisation with FMS bosonisation, as in [31, 71], or by using the combinatorics of Poincaré–
Birkhoff–Witt bases, as in [5]. Either way, such an embedding is not uniquely determined. We give an explicit formula
for the action of one such embedding on the strong generators of Vk (𝔰𝔩3). For this, we let

(4.30) 𝑖1 =
2k
3
𝑎 + 1

2
𝑑 and 𝑖2 = −k

3
𝑎 + 1

2
𝑑.

Theorem 4.5.

• There exists an embedding Vk (𝔰𝔩3) ↩→ BPk ⊗ G ⊗ Π, for all k ≠ −3, specified by

(4.31)

𝑒1 ↦→ 𝛾 e𝑎, 𝑒2 ↦→ 𝛽, 𝑒3 ↦→ e𝑎, ℎ1 ↦→ −𝐽 − :𝛽𝛾 : + 𝑖1, ℎ2 ↦→ 2𝐽 + 2:𝛽𝛾 : + 𝑖2,

𝑓 1 ↦→ 𝐺+e−𝑎 − 𝐽 𝛽 e−𝑎 + 𝛽 :𝑖2e−𝑎: + (k + 1)𝜕𝛽 e−𝑎, 𝑓 2 ↦→ 𝐺− − 2𝐽𝛾 − 𝛾𝑖2 − :𝛾𝛾𝛽: − k𝜕𝛾,

𝑓 3 ↦→
(
(k + 3)𝐿 + 𝜕𝐽 − :𝐽 𝐽 :

)
e−𝑎 +

(
𝐽 :𝛽𝛾 : −𝐺+𝛾 −𝐺−𝛽

)
e−𝑎

− (k + 1):𝜕𝛽𝛾 :e−𝑎 − (𝐽 + :𝛽𝛾 :):𝑖2e−𝑎: − :
(
(k + 3)𝜕𝑖2 + :𝑖2𝑖2:

)
e−𝑎:.

• (4.31) is a conformal embedding, meaning that the Sugawara energy-momentum tensor (2.6) satisfies

(4.32) 𝑇 (𝑧) ↦→ 𝐿(𝑧) +𝑇G (𝑧) +𝑇 Π (𝑧).
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• [3, Thm. 5.2] (4.31) also defines an embedding A2 (u, v) ↩→ BP(u, v) ⊗ G ⊗ Π if and only if v ≠ 1.

An obvious consequence of these embeddings is that one obtains modules for Vk (𝔰𝔩3) or A2 (u, v) by restriction.
Specialising to v = 2, we have A2 (u, 2)-modules such as

(4.33) R̂𝜆,[𝜇,𝜈 ] = H𝜆 ⊗W[𝜇 ] ⊗ Π [𝜈 ] and Ŝ𝜆,[𝜈 ] = H𝜆 ⊗ V ⊗ Π [𝜈 ], 𝜆 ∈ Pu−3
⩾ , [𝜇], [𝜈] ∈ ℂ/ℤ.

Since (4.31) is conformal, these are lower bounded A2 (u, 2)-modules. We record the following facts.

Theorem 4.6 ([3, Thm. 7.1] and [5, Prop. 5.2]). For u ∈ {3, 5, 7, . . .}:

• The A2 (u, 2)-modules of (4.33) are almost irreducible, even when [𝜇] = [0].
• An almost-irreducible module is irreducible if and only if its top space is irreducible as an 𝔰𝔩3-module.

To these, we add the following easy observation.

Proposition 4.7. A module that is isomorphic to a submodule of an almost-irreducible module and a quotient of another
almost-irreducible module is itself almost irreducible.

It follows that direct summands of almost-irreducible modules are almost irreducible, though general submodules and
quotients of almost-irreducible modules need not be. Counterexamples are easily found, for example by considering the
almost-irreducible 𝔰𝔩2-module with three composition factors described in [55, §4.5].

5. Modularity of 𝔰𝔩3 minimal models

In this section, we study the fully relaxed A2 (u, 2)-modules constructed in (4.33) using inverse quantum hamiltonian
reduction and determine the modular S-transforms of the (generalised) characters of their spectral flows. We also deduce
(co)resolutions for semirelaxed and highest-weight A2 (u, 2)-modules, which lead consequently to the corresponding
modular results. These are then used to predict some Grothendieck fusion rules, using the (conjectural) standard Verlinde
formula of [24, 70]. A strong consistency check of our results is that the fusion coefficients are found to be nonnegative
integers.

5.1. Degenerations and completeness. Consider the fully relaxed A2 (u, 2)-module R̂𝜆,[𝜇,𝜈 ] , for 𝜆 ∈ Pu−3
⩾ and [𝜇], [𝜈] ∈

ℂ/ℤ. Let 𝑣𝜆 denote the highest-weight vector of H𝜆 and 𝑤𝑠 , 𝑠 ∈ [𝜇], denote the relaxed highest-weight vector of W[𝜇 ]
whose :𝛽𝛾 :0-eigenvalue is 𝑠. Then, by Proposition 3.9, a basis of the top space of R̂𝜆,[𝜇,𝜈 ] is given by the weight vectors

(5.1) 𝑢𝑟,𝑠,𝑡 = (𝐺−0 )
𝑟𝑣𝜆 ⊗𝑤𝑠 ⊗ e𝑡𝑎−𝑑/2, 𝑟 = 0, 1, . . . , 𝜆2, 𝑠 ∈ [𝜇], 𝑡 ∈ [𝜈] .

Using (4.31) and (4.32), we find that the 𝔰𝔩3-weight and conformal weight of 𝑢𝑟,𝑠,𝑡 are

(5.2) ( 𝑗𝜆 − 𝑟 + 𝑠 + k
3 )𝛼2 + (𝑡 − k

3 )𝛼3 and ΔBP
𝜆
+ k

3 ,

respectively. It follows that the top space of R̂𝜆,[𝜇,𝜈 ] is a dense 𝔰𝔩3-module whose weights have multiplicity 𝜆2 + 1.
Moreover, if we fix 𝜆 but allow [𝜇] and [𝜈] to vary, then the top spaces of the R̂𝜆,[𝜇,𝜈 ] form a coherent family

(5.3) C𝜆 =
⊕

[𝜇 ],[𝜈 ]∈ℂ/ℤ
top(R̂𝜆,[𝜇,𝜈 ]), 𝜆 ∈ Pu−3

⩾ ,

of 𝔰𝔩3-modules, as in Section 2.5. A natural question now is whether inverse reduction constructs a complete set of
irreducible coherent families of the Zhu algebra of A2 (u, 2) as top spaces. If so, then every irreducible fully relaxed
A2 (u, 2)-module is isomorphic to one of the R̂𝜆,[𝜇,𝜈 ] .

It was shown in [57, §4.3] that the Zhu algebra of A2 (u, 2) has
��Pu−3

⩾

�� = 1
2 (u − 1) (u − 2) irreducible coherent families.

This matches the number of families constructed above, but do not yet know if our families are irreducible and distinct.
To show that they are, we look for (twisted) highest-weight submodules of the C𝜆 . Irreducibility will follow by finding a
submodule whose maximal multiplicity matches that of C𝜆 and distinctness will follow by demonstrating that the highest
weights of the found submodules lie in distinct shifted Weyl orbits (2.28) of the nonintegral weights of Admu,2 [60].
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Figure 3. Multiplicities of the weights of the top space of Ŝ𝜆,[𝜈 ] (left) and R̂𝜆,[𝜇,𝜈 ] (right). The weights
of the latter coincide with a translate of the root lattice Q in 𝔥∗. The weights of the former effectively
fill out half of such a translate.

It is easy to get started. We simply determine parameters [𝜇], [𝜈] ∈ ℂ/ℤ such that the fully relaxed A2 (u, 2)-module
R̂𝜆,[𝜇,𝜈 ] degenerates into (D6-twisted) semirelaxed modules and then into (D6-twisted) highest-weight modules. Recall
that in Section 4.1, we defined W[0] to be V ⊕ 𝜐G (V). Referring back to (4.33), it follows that

(5.4) R̂𝜆,[0,𝜈 ] � Ŝ𝜆,[𝜈 ] ⊕ M̂, where M̂ = H𝜆 ⊗ 𝜐G (V) ⊗ Π [𝜈 ] .

We will therefore investigate the (twisted) highest-weight submodules of Ŝ𝜆,[𝜈 ] , when the latter is reducible.
For this, note first that a basis for the top space of the A2 (u, 2)-module Ŝ𝜆,[𝜈 ] is obtained from (5.1) by restricting to

[𝜇] = [0] and 𝑠 ∈ ℤ⩽0. The coefficients of 𝛼2 in the 𝔰𝔩3-weights (5.2) of the top space therefore have a maximal value,
namely 𝑗𝜆 + k

3 , while those of 𝛼3 are unbounded above and below. The multiplicities of the top space weights of Ŝ𝜆,[𝜈 ] are
thus constant in the 𝛼3-direction and increase linearly in the −𝛼2-direction from 1, when the coefficient of 𝛼2 is maximal,
until they saturate at 𝜆2 + 1, see Figure 3.

Consider the subspace of vectors 𝑢0,0,𝑡 in the top space of Ŝ𝜆,[𝜈 ] . It consists of 1-dimensional weight spaces that are
annihilated by both 𝑒2

0 and 𝑓 1
0 . Since 𝑒3

0 always acts injectively, by (4.31), we search for vectors in this subspace that are
also annihilated by 𝑓 3

0 . Such vectors are then twisted highest-weight vectors. Computing with (4.31), the action of 𝑓 3
0 on

𝑢0,0,𝑡 is found to be a multiple of 𝑢0,0,𝑡−1 that is quadratic in 𝑡 . This multiple vanishes for

(5.5) 𝑡 = 𝑡1
𝜆
= − 1

3 (𝜆1 + 2𝜆2) − 1 + u
3 and 𝑡 = 𝑡2

𝜆
= 1

3 (2𝜆1 + 𝜆2) + 1 − u
6 .

The vector 𝑢0,0,𝑡𝑖
𝜆

is thus a twisted highest-weight vector, see Figure 4, and (5.2) gives its 𝔰𝔩3-weight as

(5.6) (1 − 𝜆2)𝜔1 +
(
u
2 − 2 − 𝜆1

)
𝜔2 and

(
𝜆1 + 3 − u

2
)
𝜔1 + 𝜆2𝜔2,

for 𝑖 = 1 and 2, respectively. We remark that 𝑡1
𝜆
− 𝑡2

𝜆
= u

2 ≠ 0 mod ℤ, so these twisted highest-weight vectors belong to
distinct semirelaxed modules.

Examining Figure 4, we see that 𝑢0,0,𝑡𝑖
𝜆

generates a twisted highest-weight module that is obtained from an untwisted
one by applying w1w2. The highest weights of these untwisted highest-weight modules are thus obtained by applying
w2w1 to the weights (5.6). Lifting to 𝔰𝔩3-weights, the resulting highest weights are

(5.7)
Λ1
𝜆
=
(
u
2 − 2 − 𝜆2

)
𝜔0 +

(
u
2 − 2 − 𝜆1

)
𝜔1 +

(
u
2 − 2 − 𝜆0

)
𝜔2 = w1 ·

(
𝜆 − u

2𝜔1
)

and Λ2
𝜆
= 𝜆1𝜔0 + 𝜆2𝜔1 +

(
𝜆0 − u

2
)
𝜔2 = ∇(𝜆) − u

2𝜔2,

respectively, confirming that these highest weights lie in Admu,2. By Theorem 2.6, the corresponding highest-weight
modules are irreducible and, hence, so are the submodules w1w2 (L̂Λ𝑖

𝜆
) of Ŝ𝜆,[𝑡𝑖

𝜆
] , 𝑖 = 1, 2.
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𝑢0,0,𝑡𝑖
𝜆

𝑢0,0,𝑡𝑖
𝜆
−1

𝑒3
0

𝛼1

𝛼2 𝛼3

Figure 4. The top space vector 𝑢0,0,𝑡𝑖
𝜆

generating a w1w2-twisted highest-weight submodule (blue) of
Ŝ𝜆,[𝑡𝑖

𝜆
] , for 𝜆 ∈ Pu−3

⩾ , 𝑖 = 1, 2 and 𝑡𝑖
𝜆

given by (5.5). Also shown is the vector 𝑢0,0,𝑡𝑖
𝜆
−1 whose image in the

quotient generates a w1-twisted highest-weight submodule (green).

We have therefore found an irreducible twisted highest-weight submodule w1w2 (L̂Λ2
𝜆
) = w1w2 (L̂∇(𝜆)−u𝜔2/2) of Ŝ𝜆,[𝑡𝑖

𝜆
] ,

hence of R̂𝜆,[0,𝑡𝑖
𝜆
] . Its top space is thus an irreducible twisted highest-weight submodule of the coherent family C𝜆 . By

Lemma 2.21, the maximal multiplicity of this submodule is 𝜆2 + 1, matching that of C𝜆 . It follows that the latter is an
irreducible coherent family. Moreover, the highest weights Λ2

𝜆
= ∇(𝜆) − u

2𝜔2 with different 𝜆 ∈ Pu−3
⩾ lie in different

equivalence classes (2.28), hence the C𝜆 are distinct. This proves the first part of the following completeness result.

Theorem 5.1. Let 𝑢 ∈ {3, 5, 7, . . .}. Then:

• Every irreducible fully relaxedA2 (u, 2)-module with finite multiplicities is isomorphic to one of the R̂𝜆,[𝜇,𝜈 ] with 𝜆 ∈ Pu−3
⩾

and [𝜇], [𝜈] ∈ ℂ/ℤ.
• Every irreducible semirelaxed A2 (u, 2)-module with finite multiplicities is isomorphic to a D6-twist of one of the Ŝ𝜆,[𝜈 ]

with 𝜆 ∈ Pu−3
⩾ and [𝜈] ∈ ℂ/ℤ.

For the second part, we need only recall that every irreducible semirelaxed A2 (u, 2)-module (with finite multiplicities) may
be realised as a submodule of a reducible fully relaxed A2 (u, 2)-module (with finite multiplicities) [57, §4.2]. (This is a
peculiarity of the case v = 2; when v > 2, there are many more irreducible semirelaxed A2 (u, v)-modules than irreducible
fully relaxed A2 (u, 2)-modules.)

We finish by noting that it is possible to prove Theorem 5.1 without recourse to the independent classification results
of [56, 57]. But, we shall not do so here, referring only to [4, §3.3] for an illustration of the method.

5.2. Fully relaxedA2 (u, 2)-modules. We next turn to the modular properties of the characters of the fully relaxed modules
R̂𝜆,[𝜇,𝜈 ] and their spectral flows (which are not lower bounded in general). It turns out that the spectral flow action on
the R̂𝜆,[𝜇,𝜈 ] can be expressed in terms of spectral flow actions on the component BP(u, 2)-, G- and Π-modules using the
inverse quantum hamiltonian reduction embedding of Theorem 4.5. Indeed, comparing Equations (2.20), (3.5b), (4.6)
and (4.23) with the explicit embedding formulae in (4.31), we conclude that

(5.8) 𝜎𝑔 = 𝜎
⟨𝛼2,𝑔⟩
BP

⊗ 𝜎 ⟨𝛼2,𝑔⟩
G

⊗ 𝜎k⟨𝛼1,𝑔⟩𝑎/3+⟨𝛼3,𝑔⟩𝑑/2
Π , 𝑔 ∈ P∨ .

Proposition 3.10 and Equation (4.24) now imply the following identification.

Lemma 5.2. For u ∈ {3, 5, 7, . . .}, 𝑔 ∈ P∨, 𝜆 ∈ Pu−3
⩾ and [𝜇], [𝜈] ∈ ℂ/ℤ,

(5.9) 𝜎𝑔
(
R̂𝜆,[𝜇,𝜈 ]

)
� H∇⟨𝛼2,𝑔⟩ (𝜆) ⊗W

⟨𝛼2,𝑔⟩
[𝜇 ] ⊗ Π

⟨𝛼3,𝑔⟩
[𝜈+⟨𝛼1,𝑔⟩u/6] .

The characters of the 𝜎𝑔 (R̂𝜆,[𝜇,𝜈 ]) are therefore just the products of the characters of the corresponding BP(u, 2)-,
G- and Π-modules, appropriately specialised according to the inverse reduction embedding (4.31). Unfortunately, these
characters are known [57, Cor. 5.2] to be linearly dependent, unless u = 3, and so cannot be used to deduce modularity
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properties. But, inverse reduction provides us with natural generalised characters since the two independent Cartan
elements ℎ1

0, ℎ
2
0 ∈ 𝔰𝔩3 are subsumed into the 4-dimensional space spanned by 𝐽0, :𝛽𝛾 :0, 𝑎0 and 𝑑0. We therefore define

generalised A2 (u, 2)-characters for the 𝜎𝑔 (R̂𝜆,[𝜇,𝜈 ]) as follows:

ch
[
𝜎𝑔 (R̂𝜆,[𝜇,𝜈 ])

] (
z, y, z𝑎, z𝑑 ; q

)
= tr

𝜎𝑔 (R̂𝜆,[𝜇,𝜈 ] ) z
𝐽0y:𝛽𝛾 :0z𝑎0

𝑎 z𝑑0
𝑑
q𝐿0+𝑇 G

0 +𝑇
Π
0

= ch
[
H∇⟨𝛼2,𝑔⟩ (𝜆)

] (
z; q

)
ch

[
W
⟨𝛼2,𝑔⟩
[𝜇 ]

] (
y; q

)
ch

[
Π
⟨𝛼3,𝑔⟩
[𝜈+⟨𝛼1,𝑔⟩u/6]

] (
z𝑎, z𝑑 ; q

)
.

(5.10)

(We use the same notation as for the usual characters for convenience, trusting that this will cause no confusion.)
The linear independence of these generalised characters follows immediately from that of the BP(u, 2)-, G- and Π-

characters. We deduce the modular S-transforms using Theorem 3.14 and Propositions 4.2 and 4.4. As usual, we restrict
to real parameters.

Theorem 5.3. Given u ∈ {3, 5, 7, . . .}, the modular 𝑆-transforms of the generalised characters of the 𝜎𝑔 (R̂𝜆,[𝜇,𝜈 ]), with
𝑔 ∈ P∨, 𝜆 ∈ Pu−3

⩾ and [𝜇], [𝜈] ∈ ℝ/ℤ, are given, up to an omitted automorphy factor, by

ch
[
𝜎𝑔 (R̂𝜆,[𝜇,𝜈 ])

] ( 𝜁
𝜏
, 𝜃
𝜏
,
𝜁𝑎
𝜏
,
𝜁𝑑
𝜏

;− 1
𝜏

)
=

∑︁
𝑔′∈P∨

∑︁
𝜆′∈Pu−3

⩾

∫
ℝ/ℤ

∫
ℝ/ℤ

Ŝ(𝑔,𝜆,𝜇,𝜈 ),(𝑔′,𝜆′,𝜇′,𝜈 ′ ) ch
[
𝜎𝑔
′ (R̂𝜆′,[𝜇′,𝜈 ′ ])

] (
𝜁 , 𝜃, 𝜁𝑎, 𝜁𝑑 ;𝜏

)
d[𝜇′]d[𝜈 ′],

(5.11a)

Ŝ(𝑔,𝜆,𝜇,𝜈 ),(𝑔′,𝜆′,𝜇′,𝜈 ′ ) = SBP∇⟨𝛼2,𝑔⟩ (𝜆),∇⟨𝛼2,𝑔′⟩ (𝜆′ )S
G
(⟨𝛼2,𝑔⟩,𝜇 ),(⟨𝛼2,𝑔′ ⟩,𝜇′ )S

Π
(⟨𝛼3,𝑔⟩,𝜈+⟨𝛼1,𝑔⟩u/6),(⟨𝛼3,𝑔′ ⟩,𝜈 ′+⟨𝛼1,𝑔′ ⟩u/6) .(5.11b)

Proof. This follows by substituting (5.10) and the known modular S-transforms

(5.12)

ch
[
H∇⟨𝛼2,𝑔⟩ (𝜆)

] ( 𝜁
𝜏

;− 1
𝜏

)
=

∑︁
𝜆′∈Pu−3

⩾

SBP∇⟨𝛼2,𝑔⟩ (𝜆),𝜆′ ch
[
H𝜆′

] (
𝜁 ;𝜏

)
,

ch
[
W
⟨𝛼2,𝑔⟩
[𝜇 ]

] (
𝜃
𝜏

;− 1
𝜏

)
=
∑︁
ℓ ′∈ℤ

∫
ℝ/ℤ

SG(⟨𝛼2,𝑔⟩,𝜇 ),(ℓ ′,𝜇′ ) ch
[
Wℓ ′

[𝜇′ ]
] (
𝜃 ;𝜏

)
d[𝜇′],

ch
[
Π
⟨𝛼3,𝑔⟩
[𝜈+⟨𝛼1,𝑔⟩u/6]

] ( 𝜁𝑎
𝜏
,
𝜁𝑑
𝜏

;− 1
𝜏

)
=

∑︁
𝑚′∈ℤ

∫
ℝ/ℤ

SΠ(⟨𝛼3,𝑔⟩,𝜈+⟨𝛼1,𝑔⟩u/6),(𝑚′,𝜈 ′ ) ch
[
Π𝑚′

[𝜈 ′ ]
] (
𝜁𝑎, 𝜁𝑑 ;𝜏

)
d[𝜇′],

ignoring automorphy factors as usual. Defining 𝑔′ = (𝑚′ − ℓ ′)𝑔1 + ℓ ′𝑔2 ∈ P∨, so that ℓ ′ = ⟨𝛼2, 𝑔
′⟩ and𝑚′ = ⟨𝛼3, 𝑔

′⟩, and
then replacing 𝜆′ by ∇⟨𝛼2,𝑔

′ ⟩ (𝜆′) and 𝜈 ′ by 𝜈 ′ + ⟨𝛼1, 𝑔
′⟩ u6 , we arrive at the desired result. ■

The fully relaxed A2 (u, 2) S-matrix thus factorises into a Bershadsky–Polyakov S-matrix and free-field ones, in line
with the inverse reduction realisation of (4.33). However, this realisation depends upon the embedding (4.31) and so is in
no way canonical nor even unique. It is thus unsurprising that the result is a little complicated. We therefore introduce a
more natural parametrisation that substitutes the free-field data 𝜇 and 𝜈 for an 𝔰𝔩3-weight:

(5.13) 𝛾 = 𝛾 (𝜆, 𝜇, 𝜈) = ( 𝑗𝜆 + 𝜇 + u
6 )𝛼2 + (𝜈 − u

6 )𝛼3 ∈ 𝔥∗ .

When employing this natural parametrisation, we shall write R̂𝜆,[𝛾 ] instead of R̂𝜆,[𝜇,𝜈 ] . Note that the 𝔰𝔩3-weight 𝛾 is a
representative of the coset in 𝔥∗/Q of the weights of R̂𝜆,[𝜇,𝜈 ] , by (5.2). Defining 𝛾 ′ similarly, the fully relaxed S-matrix
now simplifies dramatically.

Corollary 5.4. Given u ∈ {3, 5, 7, . . .}, the modular 𝑆-transforms of the generalised characters of the 𝜎𝑔 (R̂𝜆,[𝛾 ]), with
𝑔 ∈ P∨, 𝜆 ∈ Pu−3

⩾ and [𝛾] ∈ 𝔥∗
ℝ
/Q, are given, up to an omitted automorphy factor, by

ch
[
𝜎𝑔 (R̂𝜆,[𝛾 ])

] ( 𝜁
𝜏
, 𝜃
𝜏
,
𝜁𝑎
𝜏
,
𝜁𝑑
𝜏

;− 1
𝜏

)
=

∑︁
𝑔′∈P∨

∑︁
𝜆′∈Pu−3

⩾

∫
𝔥∗
ℝ
/Q

Ŝ(𝑔,𝜆,𝛾 ),(𝑔′,𝜆′,𝛾 ′ ) ch
[
𝜎𝑔
′ (R̂𝜆′,[𝛾 ′ ])

] (
𝜁 , 𝜃, 𝜁𝑎, 𝜁𝑑 ;𝜏

)
d[𝛾 ′],(5.14a)

Ŝ(𝑔,𝜆,𝛾 ),(𝑔′,𝜆′,𝛾 ′ ) = e−2𝜋 i(⟨𝑔,𝑔′ ⟩u/2+⟨𝛾,𝑔′ ⟩+⟨𝑔,𝛾 ′ ⟩)SBP
𝜆,𝜆′ ,(5.14b)

where 𝔥∗
ℝ

denotes the real span of the simple roots 𝛼1 and 𝛼2.

Proof. Simplify the BP(u, 2) S-matrix in (5.11b) using Corollary 3.15 twice and substitute (4.12) and (4.29b) for the G

and Π S-matrices. Replacing 𝜇 + 𝜈 by ⟨𝛾, 𝑔2⟩ − 𝑗𝜆 and then 𝜈 by ⟨𝛾, 𝑔1⟩ + u
6 , as per (5.13) (and similarly for their primed

variants), everything now is just arithmetic. ■
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We remark that setting u = 3 in this simplification, hence 𝜆 = 𝜆′ = 0, recovers the result deduced in [57, Thm. 5.4] using
different methods. Our generalisation to u > 3 is new.

5.3. Semirelaxed A2 (u, 2)-modules. As in the fully relaxed case, inverse reduction constructs a natural family of semire-
laxed A2 (u, 2)-modules Ŝ𝜆,[𝜈 ] , given in (4.33), that includes every irreducible semirelaxed A2 (u, 2)-module, if one also
allows for twisting by elements of D6. We may thus define generalised characters for them, in exactly the same manner as
for their fully relaxed cousins.

In principle, we already have everything we need to determine the modular S-transforms of the generalised characters
of the Ŝ𝜆,[𝜈 ] : we simply replace the relaxed ghost S-matrix SG(⟨𝛼2,𝑔⟩,𝜇 ),(⟨𝛼2,𝑔′ ⟩,𝜇′ ) in (5.11b) by the vacuum ghost S-matrix
SG(⟨𝛼2,𝑔⟩,•),(⟨𝛼2,𝑔′ ⟩,𝜇′ ) given in Proposition 4.2. However, this approach does not capitalise on the simplicity found with the
reparametrisation (5.13). Following [26], we therefore describe a different route to the semirelaxed modular S-transforms,
that of (co)resolving the semirelaxed modules in terms of fully relaxed ones. This route will also be used to deduce the
modularity of the highest-weight A2 (u, 2)-modules in Section 5.4. In this case, we have no alternative as these modules
cannot be directly constructed using inverse reduction, only as degenerations of direct constructions.

To construct (co)resolutions for the Ŝ𝜆,[𝜈 ] , we first identify the direct summand M̂ appearing in the decomposition (5.4)
of the reducible fully relaxed modules R̂𝜆,[0,𝜈 ] . Recall that R̂𝜆,[0,𝜈 ] is almost irreducible (Theorem 4.6). It follows from
Proposition 4.7 that M̂ is too, hence that it is completely determined by its top space [28]. But, the top space of R̂𝜆,[0,𝜈 ]

has constant multiplicities, so those of the top spaces of Ŝ𝜆,[𝜈 ] and M̂ are complementary.
Write the weights of the top space of M̂ as linear combinations of 𝛼2 and 𝛼3, as per (5.2). Referring to the discussion

about Ŝ𝜆,[𝜈 ] in Section 5.1, this complementarity means that the coefficients of𝛼2 have a minimal value, namely 𝑗𝜆+ k
3−𝜆2+1,

while those of 𝛼3 are unbounded above and below. It follows that the multiplicities are constant in the 𝛼3 direction and
increase linearly in the 𝛼2-direction from 1, when the coefficient of 𝛼2 is minimal, until they saturate at 𝜆2 + 1. Applying
d, we conclude that the top space of d(M̂) is that of an untwisted semirelaxed A2 (u, 2)-module. By Theorem 5.1, we thus
have M̂ � d(Ŝ𝜆′,[𝜈 ′ ]), for some 𝜆′ ∈ Pu−3

⩾ and [𝜈 ′] ∈ ℂ/ℤ.

Remark 5.5. Technically, we should here assume here that M̂ is irreducible in order to apply Theorem 5.1. While this will
be the case for almost all [𝜈] ∈ ℂ/ℤ, it is relatively harmless to continue the analysis even when M̂ is reducible because
M̂ will still have the same generalised character as d(Ŝ𝜆′,[𝜈 ′ ]), even when they are not strictly isomorphic. As our focus is
the generalised characters and their modular S-transforms, we will continue to apply Theorem 5.1 even in the reducible
case without further comment.

Since the top spaces of Ŝ𝜆,[𝜈 ] and M̂ have the same multiplicity saturation bound, it follows that 𝜆′2 = 𝜆2. To determine
𝜆′1 and [𝜈 ′], we apply d to the weights of the top space of M̂ with minimal 𝛼2-coefficient and set the result equal to
( 𝑗𝜆′ + k

3 )𝛼2 + (𝑡 ′ − k
3 )𝛼3, for some 𝑡 ′ ∈ [𝜈 ′]. This gives 𝑗𝜆′ = − 𝑗𝜆 − u

3 + 𝜆2 + 1, hence 𝜆′1 = 𝜆0, and [𝜈 ′] = [𝜈 + 𝑗𝜆 + u
6 ]. We

therefore conclude that

(5.15) M̂ � d(Ŝd∇(𝜆),[𝜈+𝑗𝜆+u/6]).

One can also check that the conformal weight of the top space of Ŝd∇(𝜆),[𝜈+𝑗𝜆+u/6] matches that of Ŝ𝜆,[𝜈 ] , by (5.2).
To convert this into a (co)resolution, it is unfortunately not enough to identify M̂ as a D6-twist of some semirelaxed

module. We need to instead realise it as a spectral flow of a semirelaxed module. Happily, [57, Prop. 4.8] determines a
complete set of instances in which the spectral flow of a lower-bounded irreducibleA2 (u, 2)-module remains lower bounded.
Taking into account a difference in conventions (their semirelaxed modules are obtained from ours by twisting by w2d),
the only (nontrivial) lower-bounded spectral flow of M̂ is obtained by acting with 𝜎𝑔3 , where 𝑔3 = 𝑔1 − 𝑔2 = 1

3 (ℎ
1 − ℎ2).

Lemma 5.6. Given u ∈ {3, 5, 7, . . .}, 𝜆 ∈ Pu−3
⩾ and [𝜈] ∈ ℂ/ℤ, we have d(Ŝ𝜆,[𝜈 ]) � 𝜎𝑔

3 (Ŝd(𝜆),[𝜈+𝑗𝜆 ]).

Proof. Because 𝜎𝑔3 (Ŝ𝜆′,[𝜈 ′ ]) is a d-twisted semirelaxed A2 (u, 2)-module [57, Prop. 4.8], we can identify 𝜆′ ∈ Pu−3
⩾ and

[𝜈 ′] ∈ ℂ/ℤ by evaluating the effect of spectral flow on the weights in the top space of Ŝ𝜆′,[𝜈 ′ ] with maximal 𝛼2-coefficient
and comparing with those in the top space of d(Ŝ𝜆,[𝜈 ]) with minimal 𝛼2-coefficient. Using (2.22), the weight vectors
corresponding to the former have 𝔰𝔩3-weights ( 𝑗𝜆′ − k

3 )𝛼2 + 𝑡 ′𝛼3 and conformal weight ΔBP
𝜆′ +

k
3 − 𝑗𝜆′ , where 𝑡 ′ ∈ [𝜈 ′]. The
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corresponding data for the latter is ( 𝑗𝜆 + k
3 )𝛼1 + (𝑡 − k

3 )𝛼3 and ΔBP
𝜆
+ k

3 , respectively. Equating these weights and conformal
weights using Proposition 3.8 fixes 𝜆′ and [𝜈 ′] uniquely. ■

Modulo the proviso of Remark 5.5, this finally leads us to the identification

(5.16) M̂ � 𝜎𝑔
3 (Ŝ∇(𝜆),[𝜈−u/6]).

We now summarise the structure of R̂𝜆,[0,𝜈 ] not as a direct sum decomposition, but as a short exact sequence:

(5.17) 0 −→ Ŝ𝜆,[𝜈 ] −→ R̂𝜆,[0,𝜈 ] −→ 𝜎𝑔
3 (Ŝ∇(𝜆),[𝜈−u/6]) −→ 0.

Since spectral flow functors are exact, we get another short exact sequence by replacing 𝜆 by ∇(𝜆), 𝜈 by 𝜈 − u
6 and applying

𝜎𝑔
3 . Splicing the two sequences gives a four-term exact sequence and repeating this results in an infinite coresolution for

Ŝ𝜆,[𝜈 ] in terms of spectral flows of fully relaxed modules:

(5.18) 0 −→ Ŝ𝜆,[𝜈 ] −→ R̂𝜆,[0,𝜈 ] −→ 𝜎𝑔
3 (R̂∇(𝜆),[0,𝜈−u/6]) −→ 𝜎2𝑔3 (R̂∇2 (𝜆),[0,𝜈−2u/6]) −→ · · · .

The Euler–Poincaré principle now implies the following identity of generalised characters:

(5.19) ch
[
𝜎𝑔 (Ŝ𝜆,[𝜈 ])

]
=
∑︁
𝑛⩾0
(−1)𝑛 ch

[
𝜎𝑔+𝑛𝑔

3 (R̂∇𝑛 (𝜆),[0,𝜈−𝑛u/6])
]
.

From this, we obtain the semirelaxed S-matrix elements

(5.20) Ŝsemi
(𝑔,𝜆,𝜈 ),(𝑔′,𝜆′,𝜇′,𝜈 ′ ) =

∑︁
𝑛⩾0
(−1)𝑛Ŝ(𝑔+𝑛𝑔3,∇𝑛 (𝜆),0,𝜈−𝑛u/6),(𝑔′,𝜆′,𝜇′,𝜈 ′ ) .

If we substitute the fully relaxed S-matrix given in Theorem 5.3 and sum the resulting geometric series in 𝑛, then the result
is precisely Theorem 5.3 but with the ghost S-matrix replaced by its vacuum counterpart (4.13) (as expected).

However, the result of this computation will be significantly nicer if we use the fully relaxed S-matrix of Corollary 5.4.
For this, we reparametrise 𝜈 in terms of 𝛾 = 𝛾 (𝜆, 0, 𝜈) as in (5.13). We emphasise that [𝛾] ∈ 𝔥∗/Q is not arbitrary when
parametrising a semirelaxed module. In particular, inspecting (5.2) shows that the parameters of Ŝ𝜆,[𝛾 ] must satisfy

(5.21) ⟨𝛾, 𝑔3⟩ = − 𝑗𝜆 − u
6 mod ℤ.

With this in mind, we shall in what follows frequently write Ŝ𝜆,[𝛾 ] instead of Ŝ𝜆,[𝜈 ] , trusting that context will distinguish
[𝛾] ∈ 𝔥∗/Q from [𝜈] ∈ ℂ/ℤ. Noting that

(5.22) 𝛾 (∇𝑛 (𝜆), 0, 𝜈 − 𝑛u
6 ) = 𝛾 (𝜆, 0, 𝜈) −

𝑛u
2 𝜔3 mod Q,

the short exact sequence (5.17) and coresolution (5.18) for Ŝ𝜆,[𝛾 ] translate into

(5.23)
0 −→ Ŝ𝜆,[𝛾 ] −→ R̂𝜆,[𝛾 ] −→ 𝜎𝑔

3 (Ŝ∇(𝜆),[𝛾−u𝜔3/2]) −→ 0,

0 −→ Ŝ𝜆,[𝛾 ] −→ R̂𝜆,[𝛾 ] −→ 𝜎𝑔
3 (R̂∇(𝜆),[𝛾−u𝜔3/2]) −→ 𝜎2𝑔3 (R̂∇2 (𝜆),[𝛾−2u𝜔3/2]) −→ · · · ,

while the semirelaxed Euler–Poincaré sum of generalised characters becomes

(5.24) ch
[
𝜎𝑔 (Ŝ𝜆,[𝛾 ])

]
=
∑︁
𝑛⩾0
(−1)𝑛 ch

[
𝜎𝑔+𝑛𝑔

3 (R̂∇𝑛 (𝜆),[𝛾−𝑛u𝜔3/2])
]
.

Proposition 5.7. For u ∈ {3, 5, 7, . . .}, the modular 𝑆-transforms of the generalised characters of the 𝜎𝑔 (Ŝ𝜆,[𝛾 ]), with
𝑔 ∈ P∨, 𝜆 ∈ Pu−3

⩾ and [𝛾] ∈ 𝔥∗
ℝ
/Q satisfying (5.21), are given, up to an omitted automorphy factor, by

ch
[
𝜎𝑔 (Ŝ𝜆,[𝛾 ])

] ( 𝜁
𝜏
, 𝜃
𝜏
,
𝜁𝑎
𝜏
,
𝜁𝑑
𝜏

;− 1
𝜏

)
=

∑︁
𝑔′∈P∨

∑︁
𝜆′∈Pu−3

⩾

∫
𝔥∗
ℝ
/Q

Ŝsemi
(𝑔,𝜆,𝛾 ),(𝑔′,𝜆′,𝛾 ′ ) ch

[
𝜎𝑔
′ (R̂𝜆′,[𝛾 ′ ])

] (
𝜁 , 𝜃, 𝜁𝑎, 𝜁𝑏 ;𝜏

)
d[𝛾 ′],(5.25a)

Ŝsemi
(𝑔,𝜆,𝛾 ),(𝑔′,𝜆′,𝛾 ′ ) =

Ŝ(𝑔,𝜆,𝛾 ),(𝑔′,𝜆′,𝛾 ′ )

1 + e−2𝜋 i(⟨𝑔3,𝛾 ′ ⟩+𝑗𝜆′−u/3)
.(5.25b)

Proof. According to (5.24), the semirelaxed S-matrix is given by

(5.26) Ŝsemi
(𝑔,𝜆,𝛾 ),(𝑔′,𝜆′,𝛾 ′ ) =

∑︁
𝑛⩾0
(−1)𝑛Ŝ(𝑔+𝑛𝑔3,∇𝑛 (𝜆),𝛾−𝑛u𝜔3/2),(𝑔′,𝜆′,𝛾 ′ ) .
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Substituting (5.14b) and using Corollary 3.15, we factor out the dependence on 𝑛 to get

(5.27) Ŝsemi
(𝑔,𝜆,𝛾 ),(𝑔′,𝜆′,𝛾 ′ ) = Ŝ(𝑔,𝜆,𝛾 ),(𝑔′,𝜆′,𝛾 ′ )

∑︁
𝑛⩾0
(−1)𝑛e−2𝜋 i𝑛⟨𝑔3,𝛾 ′ ⟩e−2𝜋 i𝑛 ( 𝑗𝜆′−u/3) .

Replacing this geometric series by its sum, we are done. ■

We remark that the manipulation with the geometric sum is strictly speaking unjustified because we are summing the
series at its radius of convergence. One can however think of this sum as a convenient shorthand for the infinite series.
More interestingly, we mention that with this shorthand, the semirelaxed S-matrix elements exhibit a pole precisely when
𝛾 ′ satisfies the condition (5.21), meaning that R̂𝜆′,[𝛾 ′ ] is reducible. This seems to be a standard feature of modularity in
nonsemisimple categories, see [70].

As promised, this coresolution method can be easily adapted to compute the modular S-transform of the other classes
of semirelaxed highest-weight A2 (u, 2)-modules. As d-twists are realised as spectral flows (Lemma 5.6), we give the result
for Weyl twists. This requires an easy lemma, itself a consequence of the fact [60] that the character of a coherent family
is invariant under the action of the Weyl group.

Lemma 5.8 ([57, Prop. 4.6]). For u ∈ {3, 5, 7, . . .}, w ∈ S3, 𝜆 ∈ Pu−3
⩾ and [𝛾] ∈ 𝔥∗/Q, we have

(5.28) w (R̂𝜆,[𝛾 ]) � R̂𝜆,[w (𝛾 ) ] .

As with Remark 5.5, this lemma holds strictly when R̂𝜆,[𝛾 ] is irreducible and is otherwise true at the level of generalised
characters.

Theorem 5.9. For u ∈ {3, 5, 7, . . .}, the modular 𝑆-transforms of the generalised characters of the 𝜎𝑔w (Ŝ𝜆,[𝜈 ]), with
𝑔 ∈ P∨, w ∈ S3, 𝜆 ∈ Pu−3

⩾ and [𝛾] ∈ 𝔥∗
ℝ
/Q satisfying (5.21), are given, up to an omitted automorphy factor, by

ch
[
𝜎𝑔w (Ŝ𝜆,[𝛾 ])

] ( 𝜁
𝜏
, 𝜃
𝜏
,
𝜁𝑎
𝜏
,
𝜁𝑑
𝜏

;− 1
𝜏

)
=

∑︁
𝑔′∈P∨

∑︁
𝜆′∈Pu−3

⩾

∫
𝔥∗
ℝ
/Q

Ŝsemi,w
(𝑔,𝜆,𝛾 ),(𝑔′,𝜆′,𝛾 ′ ) ch

[
𝜎𝑔
′ (R̂𝜆′,[𝛾 ′ ])

] (
𝜁 , 𝜃, 𝜁𝑎, 𝜁𝑏 ;𝜏

)
d[𝛾 ′],(5.29a)

Ŝsemi,w
(𝑔,𝜆,𝛾 ),(𝑔′,𝜆′,𝛾 ′ ) =

Ŝ(𝑔,𝜆,w (𝛾 ) ),(𝑔′,𝜆′,𝛾 ′ )

1 + e−2𝜋 i(⟨w (𝑔3 ),𝛾 ′ ⟩+𝑗𝜆′−u/3)
.(5.29b)

Proof. Start by applying the exact functor w to the coresolution (5.23). Using (2.21) and Lemma 5.8, we get

(5.30) 0 −→ w (Ŝ𝜆,[𝛾 ]) −→ R̂𝜆,[w (𝛾 ) ] −→ 𝜎w (𝑔3 ) (R̂∇(𝜆),[w (𝛾 )−uw (𝜔3 )/2]) −→ 𝜎2w (𝑔3 ) (R̂∇2 (𝜆),[w (𝛾 )−2uw (𝜔3 )/2]) −→ · · · .

The corresponding Euler–Poincaré sum thus takes the form

(5.31) ch
[
𝜎𝑔w (Ŝ𝜆,[𝛾 ])

]
=
∑︁
𝑛⩾0
(−1)𝑛 ch

[
𝜎𝑔+𝑛w (𝑔

3 ) (R̂∇𝑛 (𝜆),[w (𝛾 )−𝑛uw (𝜔3 )/2])
]

and its evaluation proceeds in exactly the same fashion as in the proof of Proposition 5.7. ■

5.4. Highest-weight A2 (u, 2)-modules. Recall that the semirelaxed A2 (u, 2)-modules Ŝ𝜆,[𝜈 ] degenerate when [𝜈] = [𝑡𝑖
𝜆
],

𝑖 = 1, 2, see (5.5). More precisely, Ŝ𝜆,[𝑡𝑖
𝜆
] is reducible with an irreducible submodule isomorphic to w1w2 (L̂Λ𝑖

𝜆
), 𝑖 = 1, 2,

see (5.7). With respect to the 𝔰𝔩3-weight parametrisation (5.13), we have Ŝ𝜆,[𝑡𝑖
𝜆
] = Ŝ𝜆,[𝛾𝑖

𝜆
] , where [𝛾𝑖

𝜆
] ∈ 𝔥∗/Q is given by

(5.32) [𝛾𝑖
𝜆
] = [𝛾 (𝜆, 0, 𝑡𝑖

𝜆
)] =

{
[(3 𝑗𝜆 + u

2 )𝜔2] if 𝑖 = 1,

[(3 𝑗𝜆 + u
2 )𝜔2 − u

2𝛼3] if 𝑖 = 2.

Consider now the quotient module

(5.33) N̂𝑖 = Ŝ𝜆,[𝛾𝑖
𝜆
]/w1w2 (L̂Λ𝑖

𝜆
), 𝜆 ∈ Pu−3

⩾ , 𝑖 = 1, 2.

Since w1w2 (L̂Λ𝑖
𝜆
) is generated by the w1w2-twisted highest-weight vector 𝑢0,0,𝑡𝑖

𝜆
, it follows that the image of 𝑢0,0,𝑡𝑖

𝜆
−1 is a

w1-twisted highest-weight vector in the quotient, see Figure 4. Using Theorem 2.6, this vector generates an irreducible
submodule of N̂𝑖 . By computing its weight, we find that this submodule is isomorphic to w1 (L̂Λ2

𝜆
) and w1 (L̂Λ1

𝜆
) for 𝑖 = 1

and 2, respectively.
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A natural question is whether these submodules are all of N̂1 and N̂2. The answer is yes because the Ŝ𝜆,[𝛾𝑖
𝜆
] are almost

irreducible and the highest weights lie (after untwisting) in Admu,2. Theorem 2.23 therefore applies, proving that the
quotient N̂𝑖 is irreducible. Consequently, we have the following (nonsplit) short exact sequences:

(5.34) 0 −→ w1w2 (L̂Λ𝑖
𝜆
) −→ Ŝ𝜆,[𝛾𝑖

𝜆
] −→ w1 (L̂Λ3−𝑖

𝜆
) −→ 0, 𝑖 = 1, 2.

To convert these sequences into coresolutions, we again realise the quotients as spectral flows. For this, some special cases
of [57, Prop. 4.8 and Fig. 4] will be needed.

Lemma 5.10. For u ∈ {3, 5, 7, . . .} and 𝜆 ∈ Pu−3
⩾ , we have the following identifications of spectral flows and S3-twists of

irreducible highest-weight A2 (u, 2)-modules:

(5.35) 𝜎𝑔
3
w1 (L̂Λ1

𝜆
) � w2 (L̂Λ1

∇−1 (𝜆)
),

𝜎−𝑔
2 (L̂Λ2

𝜆
) � L̂𝜆−u𝜔0/2, 𝜎−ℎ

2 (L̂Λ2
𝜆
) � w2 (L̂Λ2

𝜆
),

𝜎𝑔
3 (L̂Λ2

𝜆
) � L̂∇−1 (𝜆)−u𝜔1/2, 𝜎−ℎ

3 (L̂Λ2
𝜆
) � w1w2 (L̂Λ2

𝜆
).

It moreover follows from the middle column of identifications that if one has coresolutions for the irreducibles of highest
weights Λ1

𝜆
= w1 · (𝜆 − u

2𝜔1) and Λ2
𝜆
= ∇(𝜆) − u

2𝜔2, then applying spectral flow results in coresolutions for all the
irreducibles with highest weights in Admu,2.

To derive coresolutions for the L̂Λ𝑖
𝜆
, 𝑖 = 1, 2, we need one more auxiliary result.

Lemma 5.11. For u ∈ {3, 5, 7, . . .} and 𝜆 ∈ Pu−3
⩾ , we have

(5.36) w3 (Ŝ𝜆,[𝛾1
𝜆
]) � Ŝ∗

𝜆,[𝛾2
𝜆
] and w3 (Ŝ𝜆,[𝛾2

𝜆
]) � Ŝ∗

𝜆,[𝛾1
𝜆
],

where ∗ indicates the contragredient dual.

Proof. Since the functor w3 is invertible, applying it to the first nonsplit short exact sequence of (5.34) results in another
such sequence, namely

(5.37) 0 −→ w1 (L̂Λ1
𝜆
) −→ w3 (Ŝ𝜆,[𝛾1

𝜆
]) −→ w1w2 (L̂Λ2

𝜆
) −→ 0.

On the other hand, taking contragredient duals is likewise invertible, though contravariant. Dualising the second short
exact sequence of (5.34) thus gives a second nonsplit short exact sequence:

(5.38) 0 −→ w1 (L̂Λ1
𝜆
)∗ −→ Ŝ∗

𝜆,[𝛾2
𝜆
] −→ w1w2 (L̂Λ2

𝜆
)∗ −→ 0.

Since irreducible modules are self-dual, it follows that both w3 (Ŝ𝜆,[𝛾1
𝜆
]) and Ŝ∗

𝜆,[𝛾2
𝜆
] define nontrivial elements in the same

extension group. But, this extension group is obviously 1-dimensional, being parametrised by the action of 𝑓 3
0 between

weight spaces of dimension 1, see Figure 5. This proves the first isomorphism and the second follows in the same way (or
by noting that w3 and ∗ commute). ■

In what follows, we shall drop the contragredient dual symbols in accord with Remark 5.5 — Ŝ𝜆,[𝛾𝑖
𝜆
] and its dual have

identical generalised characters, hence they may be identified when computing modular transforms.
We now start deriving a coresolution for L̂Λ2

𝜆
. First, apply w2w1 = w1w3 to the second short exact sequence in (5.34)

and use Lemmas 5.10 and 5.11 to get

(5.39) 0 −→ L̂Λ2
𝜆
−→ w1 (Ŝ𝜆,[𝛾1

𝜆
]) −→ 𝜎𝑔

3
w1 (L̂Λ1

∇(𝜆)
) −→ 0.

Next, apply w3 to the first sequence in (5.34) and again use these lemmas to get

(5.40) 0 −→ w1 (L̂Λ1
𝜆
) −→ Ŝ𝜆,[𝛾2

𝜆
] −→ 𝜎−ℎ

3 (L̂Λ2
𝜆
) −→ 0.

By appropriately replacing 𝜆 by its ∇-permutations and applying spectral flow functors, we can splice these short exact
sequences together and arrive at the desired coresolution:

0 −→ L̂Λ2
𝜆
−→ w1 (Ŝ𝜆,[𝛾1

𝜆
]) −→ 𝜎𝑔

3 (Ŝ∇(𝜆),[𝛾2
∇(𝜆) ]
) −→ 𝜎−2𝑔2

w1 (Ŝ∇(𝜆),[𝛾1
∇(𝜆) ]
) −→ 𝜎𝑔

3−2𝑔2 (Ŝ∇2 (𝜆),[𝛾2
∇2 (𝜆)

]) −→ · · · .
(5.41)
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𝑢0,0,𝑡𝑖
𝜆

𝑢0,0,𝑡𝑖
𝜆
−1

𝑒3
0

𝛼1

𝛼2 𝛼3

𝑢∗0,0,𝑡𝑖
𝜆
−1

𝑢∗0,0,𝑡𝑖
𝜆

𝑓 3
0

Figure 5. At left, the structure of Ŝ𝜆,[𝛾𝑖
𝜆
] , for 𝜆 ∈ Pu−3

⩾ , 𝑖 = 1, 2 and 𝛾𝑖
𝜆

given by (5.32) (as in Figure 4).
At right, the structure of its contragredient dual Ŝ∗

𝜆,[𝛾𝑖
𝜆
] . Note that 𝑒3

0 does not act injectively on this dual,
so it cannot be constructed directly using the inverse reduction embedding of Theorem 4.5.

Theorem 5.12. For u ∈ {3, 5, 7, . . .}, the modular 𝑆-transforms of the generalised characters of the 𝜎𝑔 (L̂Λ2
𝜆
), with 𝑔 ∈ P∨

and 𝜆 ∈ Pu−3
⩾ , are given, up to an omitted automorphy factor, by

ch
[
𝜎𝑔 (L̂Λ2

𝜆
)
] ( 𝜁

𝜏
, 𝜃
𝜏
,
𝜁𝑎
𝜏
,
𝜁𝑑
𝜏

;− 1
𝜏

)
=

∑︁
𝑔′∈P∨

∑︁
𝜆′∈Pu−3

⩾

∫
𝔥∗
ℝ
/Q

Ŝhw
(𝑔,Λ2

𝜆
),(𝑔′,𝜆′,𝛾 ′ ) ch

[
𝜎𝑔
′ (R̂𝜆′,[𝛾 ′ ])

] (
𝜁 , 𝜃, 𝜁𝑎, 𝜁𝑏 ;𝜏

)
d[𝛾 ′],(5.42a)

Ŝhw
(𝑔,Λ2

𝜆
),(𝑔′,𝜆′,𝛾 ′ ) =

Ŝ(𝑔,𝜆,𝛾1
𝜆
),(𝑔′,𝜆′,𝛾 ′ )

(1 + e2𝜋 i(⟨𝑔1,𝛾 ′ ⟩− 𝑗𝜆′+u/3) ) (1 + e2𝜋 i(⟨𝑔2,𝛾 ′ ⟩+𝑗𝜆′−u/3) ) (1 + e−2𝜋 i(⟨𝑔3,𝛾 ′ ⟩+𝑗𝜆′−u/3) )
.(5.42b)

Proof. This is proven similarly to Proposition 5.7, so we provide only a sketch. The coresolution (5.41) implies that

(5.43) Ŝhw
(𝑔,Λ2

𝜆
),(𝑔′,𝜆′,𝛾 ′ ) =

∑︁
𝑛⩾0

[
Ŝsemi,w1
(𝑔−2𝑛𝑔2,∇𝑛 (𝜆),w1 (𝛾1

∇𝑛 (𝜆) ) ),(𝑔
′,𝜆′,𝛾 ′ ) − Ŝ

semi
(𝑔+𝑔3−2𝑛𝑔2,∇𝑛+1 (𝜆),𝛾2

∇𝑛+1 (𝜆)
),(𝑔′,𝜆′,𝛾 ′ )

]
.

We simplify this using Theorem 5.9, then Corollaries 3.15 and 5.4, and substituting (5.32). Several terms cancel resulting
in the same 𝑛-dependence in both S-matrices in the sum. These 𝑛-dependent terms give a factor of

(5.44)
1

1 − e2𝜋 i(2⟨𝑔2,𝛾 ′ ⟩+2𝑗𝜆′−2u/3)

while putting the remaining parts of the S-matrices over a common denominator gives a numerator equal to

(5.45) (1 − e2𝜋 i(⟨𝑔2,𝛾 ′ ⟩+𝑗𝜆′−u/3) )Ŝ(𝑔,𝜆,𝛾1
𝜆
),(𝑔′,𝜆′,𝛾 ′ ) .

Simplifying, we arrive at (5.42b). ■

One can now use Lemma 5.10 to write down S-transforms for the generalised characters of the highest-weight irre-
ducibles L̂𝜆−u𝜔0/2 and L̂𝜆−u𝜔1/2, 𝜆 ∈ Pu−3

⩾ , and their spectral flows. Those of the L̂Λ1
𝜆
= L̂w1 · (𝜆−u𝜔1/2) also follow by

applying w2w1 to the first sequence in (5.34), obtaining

(5.46) 0 −→ L̂Λ1
𝜆
−→ w1 (Ŝ𝜆,[𝛾2

𝜆
]) −→ 𝜎−ℎ

2 (L̂Λ2
𝜆
) −→ 0.

This gives a complete set of S-transforms for the generalised characters of the irreducible highest-weight A2 (u, 2)-modules
and their spectral flows. Moreover, one can use Lemma 5.8 to extend this to include their D6-twists (this is left as an
exercise). Here, we conclude by specialising to the S-transform of the vacuum generalised character.

Corollary 5.13. For u ∈ {3, 5, 7, . . .}, the modular 𝑆-transform of the generalised character of the vacuum A2 (u, 2)-module
L̂k𝜔0 � 𝜎

−𝑔2 (L̂Λ2
(u−3)𝜔0

) is given, up to an omitted automorphy factor, by

ch
[
L̂k𝜔0

] ( 𝜁
𝜏
, 𝜃
𝜏
,
𝜁𝑎
𝜏
,
𝜁𝑑
𝜏

;− 1
𝜏

)
=

∑︁
𝑔′∈P∨

∑︁
𝜆′∈Pu−3

⩾

∫
𝔥∗
ℝ
/Q

Ŝhw
(∅),(𝑔′,𝜆′,𝛾 ′ ) ch

[
𝜎𝑔
′ (R̂𝜆′,[𝛾 ′ ])

] (
𝜁 , 𝜃, 𝜁𝑎, 𝜁𝑏 ;𝜏

)
d[𝛾 ′],(5.47a)
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Ŝhw
(∅),(𝑔′,𝜆′,𝛾 ′ ) =

e−2𝜋 i( 𝑗𝜆′−u/3)SBP∅,𝜆′

2
(
1 + cos

(
2𝜋 (⟨𝑔1, 𝛾 ′⟩ − 𝑗𝜆′ + u

3 )
)
+ cos

(
2𝜋 (⟨𝑔2, 𝛾 ′⟩ + 𝑗𝜆′ − u

3 )
)
+ cos

(
2𝜋 (⟨𝑔3, 𝛾 ′⟩ + 𝑗𝜆′ − u

3 )
) ) .(5.47b)

Restricting to u = 3 and 𝜆′ = 0 now reproduces [57, Cor. 5.10]. Note that the residual exponential factor in the numerator
of (5.47b) cancels a similar factor in SBP∅,𝜆′ , see Theorem 3.14. This “asymmetry” may be traced back to our choice of
energy-momentum tensor in (3.1) and the resulting unequal conformal weights for 𝐺+ and 𝐺− .

5.5. Grothendieck fusion rules. Having computed the S-transforms of the generalised characters of all the irreducible
relaxed highest-weight A2 (u, 2)-modules and their spectral flows, our final task is to substitute these results into the
standard Verlinde formula of [24, 70]. Conjecturally, this will compute the Grothendieck fusion coefficients of A2 (u, 2).
This conjecture encompasses several claims that we shall leave unsubstantiated including:

• The category of finitely generated weight A2 (u, 2)-modules with finite multiplicities is closed under fusion.
• Fusing with an arbitrary fixed weight A2 (u, 2)-module defines an exact functor on this category.
• The product ⊠ on the Grothendieck group, induced by the fusion product, has multiplicities given by the standard

Verlinde formula.

We will implicitly assume that this conjecture holds in what follows. Despite this reliance on conjecture, it is striking that
our computations below always result in Grothendieck fusion rules in which the multiplicities are nonnegative integers.
We view this as a strong consistency check on our work (as well as evidence for the conjecture’s truth).

We remark that the standard Verlinde formula for the (conjectural) Grothendieck fusion coefficients is computed from
the modular S-transforms of the generalised characters of the A2 (u, 2)-modules. Identifying the results with the structure
constants of the Grothendieck fusion ring, rather than some quotient, is only possible because the generalised characters
of the irreducible A2 (u, 2)-modules are linearly independent.

The key to the standard module formalism of [24, 70] is the identification of so-called standard modules. Their
(generalised) characters carry an action of the modular group and form a topological basis for the space of all (generalised)
characters of the category under consideration. In our study, the standard modules are the spectral flows of the fully relaxed
modules 𝜎𝑔 (R̂𝜆,[𝛾 ]), with 𝑔 ∈ P∨, 𝜆 ∈ Pu−3

⩾ and [𝛾] ∈ 𝔥∗
ℝ
/Q. (Technically, we should also admit the D6-twists of the

reducible fully relaxed modules, but this is not important at the level of generalised characters.) That they carry an action
of the modular group is essentially Theorem 5.3 (the T-transforms are trivial to compute) and their status as a topological
basis is the content of coresolutions like (5.30) and (5.41) as well as the short exact sequence (5.46).

Let
[
M̂

]
denote the image of the A2 (u, 2)-module M̂ in the Grothendieck group. The Grothendieck fusion rule for two

arbitrary standard modules then takes the form

(5.48a)
[
𝜎𝑔 (R̂𝜆,[𝛾 ])

]
⊠
[
𝜎𝑔
′ (R̂𝜆′,[𝛾 ′ ])

]
=

∑︁
𝑔′′∈P∨

∑︁
𝜆′′∈Pu−3

⩾

∫
𝔥∗
ℝ
/Q

ℕ̂
(u,2) (𝑔′′,𝜆′′,𝛾 ′′ )
(𝑔,𝜆,𝛾 ),(𝑔′,𝜆′,𝛾 ′ )

[
𝜎𝑔
′′ (R̂𝜆′′,[𝛾 ′′ ])

]
d[𝛾 ′′] .

Here, the Grothendieck fusion coefficients are (conjecturally) given by the standard Verlinde formula:

(5.48b) ℕ̂
(u,2) (𝑔′′,𝜆′′,𝛾 ′′ )
(𝑔,𝜆,𝛾 ),(𝑔′,𝜆′,𝛾 ′ ) =

∑︁
𝐺∈P∨

∑︁
Λ∈Pu−3

⩾

∫
𝔥∗
ℝ
/Q

Ŝ(𝑔,𝜆,𝛾 ),(𝐺,Λ,Γ) Ŝ(𝑔′,𝜆′,𝛾 ′ ),(𝐺,Λ,Γ) Ŝ
∗
(𝑔′′,𝜆′′,𝛾 ′′ ),(𝐺,Λ,Γ)

Ŝhw
(∅),(𝐺,Λ,Γ)

d[Γ] .

This generalises in the obvious way to accommodate semirelaxed and highest-weight A2 (u, 2)-modules. One simply
replaces R̂𝜆,[𝛾 ] and R̂𝜆′,[𝛾 ′ ] on the left-hand side of (5.48a) by the desired modules and the corresponding S-matrices
in (5.48b) by their semirelaxed and highest-weight variants. (The fully relaxed modules on the right-hand side are not
replaced, hence the conjugated and vacuum S-matrix elements remain unmodified.)

These Grothendieck fusion coefficients behave well under the action of the automorphisms of A2 (u, 2).

Lemma 5.14. For u ∈ {3, 5, 7, . . .}, 𝑔,𝑔′, 𝑔′′ ∈ P∨, 𝜆, 𝜆′, 𝜆′′ ∈ Pu−3
⩾ , [𝛾], [𝛾 ′], [𝛾 ′′] ∈ 𝔥∗

ℝ
/Q and w ∈ S3, the Grothendieck

fusion coefficients defined by (5.48) satisfy the following identities:

(5.49)

ℕ̂
(u,2) (w (𝑔′′ ),𝜆′′,w (𝛾 ′′ ) )
(w (𝑔),𝜆,w (𝛾 ) ),(w (𝑔′ ),𝜆′,w (𝛾 ′ ) ) = ℕ̂

(u,2) (𝑔′′,𝜆′′,𝛾 ′′ )
(𝑔,𝜆,𝛾 ),(𝑔′,𝜆′,𝛾 ′ ) ,

ℕ̂
(u,2) (d(𝑔′′ ),d(𝜆′′ ),d(𝛾 ′′ ) )
(d(𝑔),d(𝜆),d(𝛾 ) ),(d(𝑔′ ),d(𝜆′ ),d(𝛾 ′ ) ) = ℕ̂

(u,2) (𝑔′′,𝜆′′,𝛾 ′′ )
(𝑔,𝜆,𝛾 ),(𝑔′,𝜆′,𝛾 ′ ) ,

ℕ̂
(u,2) (𝑔′′−𝑔′−𝑔,𝜆′′,𝛾 ′′ )
(0,𝜆,𝛾 ),(0,𝜆′,𝛾 ′ ) = ℕ̂

(u,2) (𝑔′′,𝜆′′,𝛾 ′′ )
(𝑔,𝜆,𝛾 ),(𝑔′,𝜆′,𝛾 ′ ) .
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Proof. Because w is orthogonal, the first identity follows immediately from the S3-invariance of the fully relaxed S-matrix
(5.14b). The second uses the orthogonality of d, but also the second identity of Corollary 3.17. The third is likewise an
easy consequence of the explicit form (5.14b). ■

Let M̂ and M̂′ be weight A2 (u, 2)-modules with finite multiplicities. Then, the first two identities above say that if we
know the Grothendieck fusion of M̂ and M̂′, then we know that of Ω(M̂) and Ω(M̂′) for any Ω ∈ D6: just apply Ω to
each summand. We may therefore reduce the general calculations to those for which only one of M̂ and M̂′ is D6-twisted.
Similarly, the third identity gives us the Grothendieck fusion of 𝜎𝑔 (M̂) and 𝜎̂𝑔′ (M̂′) for any 𝑔,𝑔′ ∈ P∨, assuming that we
know it for M̂ and M̂′. We may thus assume that both modules are untwisted by spectral flow.

This lemma will be used to simplify all the Grothendieck fusion rules presented below.

Theorem 5.15. For u ∈ {3, 5, 7, . . .}, 𝜆, 𝜆′ ∈ Pu−3
⩾ and [𝛾], [𝛾 ′] ∈ 𝔥∗

ℝ
/Q, the Grothendieck fusion rules for fully relaxed

A2 (u, 2)-modules take the form[
R̂𝜆,[𝛾 ]

]
⊠
[
R̂𝜆′,[𝛾 ′ ]

]
=

∑︁
𝜆′′∈Pu−3

⩾

ℕBP𝜆′′

𝜆,𝜆′

(
2
[
R̂∇−1 (𝜆′′ ),[𝛾+𝛾 ′ ]

]
+
[
𝜎−𝑔

1 (R̂𝜆′′,[𝛾+𝛾 ′+u𝜔1/2])
]
+
[
𝜎−𝑔

2 (R̂∇(𝜆′′ ),[𝛾+𝛾 ′+𝑢𝜔2/2])
]
+
[
𝜎−𝑔

3 (R̂∇(𝜆′′ ),[𝛾+𝛾 ′+u𝜔3/2])
]

+
[
𝜎𝑔

1 (R̂∇(𝜆′′ ),[𝛾+𝛾 ′−u𝜔1/2])
]
+
[
𝜎𝑔

2 (R̂𝜆′′,[𝛾+𝛾 ′−u𝜔2/2])
]
+
[
𝜎𝑔

3 (R̂𝜆′′,[𝛾+𝛾 ′−u𝜔3/2])
] )
.

(5.50)

Proof. We first compute ℕ̂(u,2) (𝑔
′′,𝜆′′,𝛾 ′′ )

(0,𝜆,𝛾 ),(0,𝜆′,𝛾 ′ ) , for 𝑔′′ ∈ P∨, 𝜆′′ ∈ Pu−3
⩾ and [𝛾 ′′] ∈ 𝔥∗

ℝ
/Q, by inserting the S-matrix coefficients

(5.14b) and (5.47b) into the standard Verlinde formula (5.48b). The sum over P∨ then evaluates to

(5.51) 𝛿
(
[𝛾 ′′] − [𝛾 + 𝛾 ′ − u

2𝜔
′′]
)
,

where 𝜔 = ⟨𝑔′′,−⟩ is the image of 𝑔′′ ∈ P∨ in P. Because of the form of the vacuum S-matrix coefficient Ŝhw
(∅),(𝑔′,𝜆′,𝛾 ′ ) ,

what remains is a sum over Λ ∈ Pu−3
⩾ and integral over [Γ] ∈ 𝔥∗

ℝ
/Q of seven terms, each of the form

(5.52) e2𝜋 i⟨𝑔′′−𝑔,Γ⟩
SBP
𝜆,Λ

SBP
𝜆′,Λ (S

BP
∇𝑛 (𝜆′′ ),Λ)

∗

SBP∅,Λ

for some 𝑛 ∈ {−1, 0, 1} and 𝑔 ∈ {0,±𝑔𝑖 : 𝑖 = 1, 2, 3}. (Here, we have also used Corollary 3.15 to introduce the ∇𝑛 in the
conjugated S-matrix coefficient.) The sum over Λ now gives ℕBP ∇𝑛 (𝜆′′ )

𝜆,𝜆′ , by Theorem 3.16, whereas the integral over Γ
results in 𝛿𝑔′′,𝑔. The Grothendieck fusion rule is then obtained by substituting this evaluation of ℕ̂(u,2) (𝑔

′′,𝜆′′,𝛾 ′′ )
(0,𝜆,𝛾 ),(0,𝜆′,𝛾 ′ ) into (5.48a)

(with 𝑔 = 𝑔′ = 0). ■

We can bring out the symmetry of the fully relaxed Grothendieck fusion rules by arranging the summands according to
the coweights in their spectral flows:

[
R̂𝜆,[𝛾 ]

]
⊠
[
R̂𝜆′,[𝛾 ′ ]

]
=

∑︁
𝜆′′∈Pu−3

⩾

ℕBP𝜆′′

𝜆,𝜆′


2
[
R̂∇−1 (𝜆′′ ),[𝛾+𝛾 ′ ]

][
𝜎𝑔

1 (R̂∇(𝜆′′ ),[𝛾+𝛾 ′−u𝜔1/2])
][

𝜎𝑔
2 (R̂𝜆′′,[𝛾+𝛾 ′−u𝜔2/2])

][
𝜎−𝑔

3 (R̂∇(𝜆′′ ),[𝛾+𝛾 ′+u𝜔3/2])
]

[
𝜎−𝑔

1 (R̂𝜆′′,[𝛾+𝛾 ′+u𝜔1/2])
][

𝜎−𝑔
2 (R̂∇(𝜆′′ ),[𝛾+𝛾 ′+𝑢𝜔2/2])

][
𝜎𝑔

3 (R̂𝜆′′,[𝛾+𝛾 ′−u𝜔3/2])
]


.(5.53)

This symmetry was previously observed for u = 3 in [57]. We note that in this case, 𝜆 = 𝜆′ = 𝜆′′ = 0 and so the
∇-dependence and Bershadsky–Polyakov fusion coefficients were not apparent.

One can similarly use the standard Verlinde formula (5.48) to compute the Grothendieck fusion rules involving
semirelaxed and highest-weight A2 (u, 2)-modules. However, it is usually more convenient to combine the fully relaxed
rules (the standard ones) with expressions for the semirelaxed and highest-weight generalised characters as (infinite) linear
combinations of fully relaxed ones. To this end, the short exact sequences and coresolutions (5.23), (5.30), (5.34), (5.41)
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and (5.46) imply the following identities in the Grothendieck group:

(5.54)

[
R̂𝜆,[𝛾 ]

]
=
[
Ŝ𝜆,[𝛾 ]

]
+
[
𝜎𝑔

3 (Ŝ∇(𝜆),[𝛾−u𝜔3/2])
]

(when ⟨𝛾, 𝑔3⟩ = − 𝑗𝜆 − u
6 mod ℤ),[

Ŝ𝜆,[𝛾𝑖
𝜆
]
]
=
[
w1w2 (L̂Λ𝑖

𝜆
)
]
+
[
w1 (L̂Λ3−𝑖

𝜆
)
]

(𝑖 = 1, 2),[
L̂Λ1

𝜆

]
=
[
w1 (Ŝ𝜆,[𝛾2

𝜆
])
]
−
[
𝜎𝑔

3 (L̂𝜆−u𝜔0/2)
]
,[

w (Ŝ𝜆,[𝛾 ])
]
=
∑︁
𝑛⩾0
(−1)𝑛

[
𝜎𝑛w (𝑔

3 ) (R̂∇𝑛 (𝜆),[w (𝛾 )−𝑛uw (𝜔3 )/2])
]

(𝑤 ∈ S3),[
L̂𝜆−u𝜔0/2

]
=
∑︁
𝑛⩾0

( [
𝜎−(2𝑛+1)𝑔

2
w1 (Ŝ∇𝑛 (𝜆),[𝛾1

𝜆
+𝑛u𝜔2 ])

]
−
[
𝜎𝑔

3−(2𝑛+1)𝑔2 (Ŝ∇𝑛+1 (𝜆),[𝛾2
𝜆
+(𝑛+1)u𝜔2 ])

] )
.

Combining these identities with Lemma 5.14 and Theorem 5.15, we can deduce all remaining Grothendieck fusion
rules. A selection of these are recorded below.

Corollary 5.16. For u ∈ {3, 5, 7, . . .}, 𝜆, 𝜆′ ∈ Pu−3
⩾ , [𝛾], [𝛾 ′] ∈ 𝔥∗

ℝ
/Q and w ∈ S3, we have the following Grothendieck

fusion rules of weight A2 (u, 2)-modules:[
w (Ŝ𝜆,[𝛾 ])

]
⊠
[
R̂𝜆′,[𝛾 ′ ]

]
=

∑︁
𝜆′′∈Pu−3

⩾

ℕBP𝜆′′

𝜆,𝜆′

( [
R̂∇−1 (𝜆′′ ),[w (𝛾 )+𝛾 ′ ]

]
+
[
𝜎−w (𝑔

1 ) (R̂𝜆′′,[w (𝛾 )+𝛾 ′+uw (𝜔1 )/2])
]

+
[
𝜎w (𝑔2 ) (R̂𝜆′′,[w (𝛾 )+𝛾 ′−uw (𝜔2 )/2])

]
+
[
𝜎−w (𝑔

3 ) (R̂∇(𝜆′′ ),[w (𝛾 )+𝛾 ′+uw (𝜔3 )/2])
] )
,

(5.55a)

[
Ŝ𝜆,[𝛾 ]

]
⊠
[
Ŝ𝜆′,[𝛾 ′ ]

]
=

∑︁
𝜆′′∈Pu−3

⩾

ℕBP𝜆′′

𝜆,𝜆′

( [
𝜎−𝑔

1 (Ŝ𝜆′′,[𝛾+𝛾 ′+u𝜔1/2])
]

+
[
𝜎𝑔

2 (Ŝ𝜆′′,[𝛾+𝛾 ′−u𝜔2/2])
]
+
[
𝜎−𝑔

3 (R̂∇(𝜆′′ ),[𝛾+𝛾 ′+u𝜔3/2])
] )
,

(5.55b)

[
w1 (Ŝ𝜆,[𝛾 ])

]
⊠
[
Ŝ𝜆′,[𝛾 ′ ]

]
=

∑︁
𝜆′′∈Pu−3

⩾

ℕBP𝜆′′

𝜆,𝜆′

( [
R̂∇−1 (𝜆′′ ),[w1 (𝛾 )+𝛾 ′ ]

]
+
[
𝜎𝑔

2 (R̂𝜆′′,[w1 (𝛾 )+𝛾 ′−u𝜔2/2])
] )
,(5.55c) [

L̂𝜆−u𝜔0/2
]
⊠
[
R̂𝜆′,[𝛾 ′ ]

]
=

∑︁
𝜆′′∈Pu−3

⩾

ℕBP𝜆′′

𝜆,𝜆′
[
R̂𝜆′′,[3𝑗𝜆𝜔2+𝛾 ′ ]

]
,(5.55d) [

L̂𝜆−u𝜔0/2
]
⊠
[
w (Ŝ𝜆′,[𝛾 ′ ])

]
=

∑︁
𝜆′′∈Pu−3

⩾

ℕBP𝜆′′

𝜆,𝜆′
[
w (Ŝ𝜆′′,[3𝑗𝜆𝜔2+𝛾 ′ ])

]
,(5.55e) [

L̂𝜆−u𝜔0/2
]
⊠
[
L̂𝜆′−u𝜔0/2

]
=

∑︁
𝜆′′∈Pu−3

⩾

ℕBP𝜆′′

𝜆,𝜆′
[
L̂𝜆′′−u𝜔0/2

]
,(5.55f) [

L̂𝜆−u𝜔0/2
]
⊠
[
L̂Λ1

𝜆′

]
=

∑︁
𝜆′′∈Pu−3

⩾

ℕBP𝜆′′

𝜆,𝜆′
[
L̂Λ1

𝜆′′

]
,(5.55g)

[
L̂Λ1

𝜆

]
⊠
[
R̂𝜆′,[𝛾 ′ ]

]
=

∑︁
𝜆′′∈Pu−3

⩾

ℕBP𝜆′′

𝜆,𝜆′

( [
R̂∇−1 (𝜆′′ ),[3𝑗𝜆𝜔2+𝛾 ′+u𝜔3/2]

]
+
[
𝜎𝑔

1 (R̂∇(𝜆′′ ),[3𝑗𝜆𝜔2+𝛾 ′−u𝜔2/2])
]
+
[
𝜎𝑔

2 (R̂𝜆′′,[3𝑗𝜆𝜔2+𝛾 ′−u𝛼2/2])
] )
,

(5.55h)

[
L̂Λ1

𝜆

]
⊠
[
Ŝ𝜆′,[𝛾 ′ ]

]
=

∑︁
𝜆′′∈Pu−3

⩾

ℕBP𝜆′′

𝜆,𝜆′

( [
Ŝ∇−1 (𝜆′′ ),[3𝑗𝜆𝜔2+𝛾 ′+u𝜔3/2]

]
+
[
𝜎𝑔

2 (R̂𝜆′′,[3𝑗𝜆𝜔2+𝛾 ′−u𝛼2/2])
] )
,(5.55i)

[
L̂Λ1

𝜆

]
⊠
[
w1 (Ŝ𝜆′,[𝛾 ′ ])

]
=

∑︁
𝜆′′∈Pu−3

⩾

ℕBP𝜆′′

𝜆,𝜆′

( [
𝜎𝑔

1 (R̂∇(𝜆′′ ),[3𝑗𝜆𝜔2+w1 (𝛾 ′ )−u𝜔2/2])
]

+
[
𝜎𝑔

2
w1 (Ŝ𝜆′′,[3𝑗𝜆𝜔2+𝛾 ′−u𝛼3/2])

] )
,

(5.55j)

[
L̂Λ1

𝜆

]
⊠
[
L̂Λ1

𝜆′

]
=

∑︁
𝜆′′∈Pu−3

⩾

ℕBP𝜆′′

𝜆,𝜆′

( [
L̂∇(𝜆′′ )−u𝜔0/2

]
+
[
𝜎2𝑔1 (L̂∇−1 (𝜆′′ )−u𝜔0/2)

]
+
[
𝜎2𝑔2 (L̂𝜆′′−u𝜔0/2)

]
+ 2

[
𝜎ℎ

3
𝜐 (L̂Λ1

d(𝜆′′ )
)
] )
.

(5.55k)

Here, we recall that 𝜐 denotes the conjugation functor of A2 (u, 2) (Section 2.3).
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Proof. We derive two of these rules, namely (5.55a) and (5.55k), to illustrate the methods used in general. For the first
example, expand

[
Ŝ𝜆,[𝛾 ]

]
as an infinite alternating series of relaxed modules as in (5.54). This gives

(5.56)
[
Ŝ𝜆,[𝛾 ]

]
⊠
[
R̂𝜆′,[𝛾 ′ ]

]
=
∑︁
𝑛⩾0
(−1)𝑛

[
𝜎𝑛𝑔

3 (R̂∇𝑛 (𝜆),[𝛾−𝑛u𝜔3/2])
]
⊠
[
R̂𝜆′,[𝛾 ′ ]

]
.

Substituting the fully relaxed Grothendieck fusion rule (5.50) then introduces a sum over 𝜆′′ ∈ Pu−3
⩾ of Bershadsky–

Polyakov fusion coefficients ℕBP𝜆′′

∇𝑛 (𝜆),𝜆′ multiplied by a sum of seven terms, each of which is the image in the Grothendieck
group of a standard module. We apply the first identity of Corollary 3.17 and then replace 𝜆′′ throughout by ∇𝑛 (𝜆′′). This
allows us to write the Grothendieck fusion rule in the form[

Ŝ𝜆,[𝛾 ]
]
⊠
[
R̂𝜆′,[𝛾 ′ ]

]
=

∑︁
𝜆′′∈Pu−3

⩾

ℕBP𝜆′′

𝜆,𝜆′

∑︁
𝑛⩾0
(−1)𝑛

(
2
[
𝜎𝑛𝑔

3 (R̂∇𝑛−1 (𝜆′′ ),[𝛾+𝛾 ′−𝑛u𝜔3/2])
]

+
[
𝜎 (𝑛−1)𝑔3 (R̂∇𝑛−2 (𝜆′′ ),[𝛾+𝛾 ′−(𝑛−1)u𝜔3/2])

]
+
[
𝜎 (𝑛+1)𝑔

3 (R̂∇𝑛 (𝜆′′ ),[𝛾+𝛾 ′−(𝑛+1)u𝜔3/2])
]

+
[
𝜎−𝑔

1+𝑛𝑔3 (R̂∇𝑛 (𝜆′′ ),[𝛾+𝛾 ′+u𝜔1/2−𝑛u𝜔3/2])
]
+
[
𝜎−𝑔

2+𝑛𝑔3 (R̂∇𝑛+1 (𝜆′′ ),[𝛾+𝛾 ′+𝑢𝜔2/2−𝑛u𝜔3/2])
]

+
[
𝜎𝑔

1+𝑛𝑔3 (R̂∇𝑛+1 (𝜆′′ ),[𝛾+𝛾 ′−u𝜔1/2−𝑛u𝜔3/2])
]
+
[
𝜎𝑔

2+𝑛𝑔3 (R̂∇𝑛 (𝜆′′ ),[𝛾+𝛾 ′−u𝜔2/2−𝑛u𝜔3/2])
] )
.

(5.57)

Noting that −𝑔1 + 𝑛𝑔3 = −𝑔2 + (𝑛 − 1)𝑔3 and 𝑔2 + 𝑛𝑔3 = 𝑔1 + (𝑛 − 1)𝑔3 (and similarly with 𝑔𝑖 ↔ 𝜔𝑖 ), almost every term
cancels and we are left with[

Ŝ𝜆,[𝛾 ]
]
⊠
[
R̂𝜆′,[𝛾 ′ ]

]
=

∑︁
𝜆′′∈Pu−3

⩾

ℕBP𝜆′′

𝜆,𝜆′

( [
R̂∇−1 (𝜆′′ ),[𝛾+𝛾 ′ ]

]
+
[
𝜎−𝑔

1 (R̂𝜆′′,[𝛾+𝛾 ′+u𝜔1/2])
]

+
[
𝜎𝑔

2 (R̂𝜆′′,[𝛾+𝛾 ′−u𝜔2/2])
]
+
[
𝜎−𝑔

3 (R̂∇(𝜆′′ ),[𝛾+𝛾 ′+u𝜔3/2])
] )
.

(5.58)

This generalises to the desired Grothendieck fusion rule (5.55a) using Lemmas 5.8 and 5.14:

(5.59)
[
w (Ŝ𝜆,[𝛾 ])

]
⊠
[
R̂𝜆′,[𝛾 ′ ]

]
= w

( [
Ŝ𝜆,[𝛾 ]

]
⊠
[
w−1 (R̂𝜆′,[𝛾 ′ ])

] )
= w

( [
Ŝ𝜆,[𝛾 ]

]
⊠
[
R̂𝜆′,[w−1 (𝛾 ′ ) ]

] )
.

We turn now to the second rule, utilising the third identity of (5.54) and substituting (5.55g) and (5.55j) to get[
L̂Λ1

𝜆

]
⊠
[
L̂Λ1

𝜆′

]
=
[
L̂Λ1

𝜆

]
⊠
[
w1 (Ŝ𝜆′,[𝛾2

𝜆′ ]
)
]
−
[
L̂Λ1

𝜆

]
⊠
[
𝜎𝑔

3 (L̂𝜆′−u𝜔0/2)
]

=
∑︁

𝜆′′∈Pu−3
⩾

ℕBP𝜆′′

𝜆,𝜆′

( [
𝜎𝑔

1 (R̂∇(𝜆′′ ),[3𝑗𝜆𝜔2+w1 (𝛾2
𝜆′ )−u𝜔2/2]

]
+
[
𝜎𝑔

2
w1 (Ŝ𝜆′′,[3𝑗𝜆𝜔2+𝛾2

𝜆′−u𝛼3/2])
]
−
[
𝜎𝑔

3 (L̂Λ1
𝜆′′
)
] )

=
∑︁

𝜆′′∈Pu−3
⩾

ℕBP𝜆′′

𝜆,𝜆′

( [
𝜎𝑔

1 (R̂∇(𝜆′′ ),[𝛾2
∇(𝜆′′ ) ]

)
]
+
[
𝜎𝑔

2
w1 (Ŝ𝜆′′,[𝛾1

𝜆′′ ]
)
]
−
[
𝜎𝑔

3 (L̂Λ1
𝜆′′
)
] )
.

(5.60)

Here, we have inserted (5.32) and recalled from the proof of Theorem 3.16 that ℕBP𝜆′′

𝜆,𝜆′ = 0 unless 𝑗𝜆 + 𝑗𝜆′ = 𝑗𝜆′′ mod ℤ.
The semirelaxed module thus degenerates as per the second identity of (5.54):

(5.61)
[
𝜎𝑔

2
w1 (Ŝ𝜆′′,[𝛾1

𝜆′′ ]
)
]
=
[
𝜎𝑔

2
w2 (L̂Λ1

𝜆′′
)
]
+
[
𝜎𝑔

2 (L̂Λ2
𝜆′′
)
]
=
[
𝜎𝑔

2
w2 (L̂Λ1

𝜆′′
)
]
+
[
𝜎2𝑔2 (L̂𝜆′′−u𝜔0/2)

]
.

As ⟨𝛾2
𝜆
, 𝑔3⟩ + 𝑗𝜆 + u

6 = 0, the fully relaxed module also degenerates. Since 𝛾2
𝜆
− u

2𝜔3 = 𝛾2
∇(𝜆) mod Q, this gives[

𝜎𝑔
1 (R̂∇(𝜆′′ ),[𝛾2

∇(𝜆′′ ) ]
]
=
[
𝜎𝑔

1
Ŝ∇(𝜆′′ ),[𝛾2

∇(𝜆′′ ) ]
]
+
[
𝜎ℎ

1 (Ŝ∇−1 (𝜆′′ ),[𝛾1
∇−1 (𝜆′′ )

])
]

=
[
𝜎𝑔

1
w1w2 (L̂Λ2

∇(𝜆′′ )
)
]
+
[
𝜎𝑔

1
w1 (L̂Λ1

∇(𝜆′′ )
)
]
+
[
𝜎ℎ

1
w1w2 (L̂Λ1

∇−1 (𝜆′′ )
)
]
+
[
𝜎ℎ

1
w1 (L̂Λ2

∇−1 (𝜆′′ )
)
]

=
[
L̂𝜆′′−u𝜔0/2

]
+
[
𝜎𝑔

1
w1 (L̂Λ1

∇(𝜆′′ )
)
]
+
[
𝜎𝑔

3 (L̂Λ1
𝜆′′
)
]
+
[
𝜎2𝑔1 (L̂∇−1 (𝜆′′ )−u𝜔0/2)

]
,

(5.62)

where we have used Lemma 5.10 in the final step. Putting this calculation together, the third term of the previous equation
cancels against the last of (5.60) and we notice that the second term is equal to the first of (5.61), again by Lemma 5.10.
We leave as a fun exercise the fact that the latter terms are also equal to

[
𝜎ℎ

3
𝜐 (L̂Λ1

𝑑 (𝜆′′ )
)
]
. This “symmetrisation” of the

result completes the proof of (5.55k). ■
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[2] D Adamović. Realizations of simple affine vertex algebras and their modules: the cases �𝑠𝑙 (2) and �𝑜𝑠𝑝 (1, 2) . Comm. Math. Phys., 366:1025–1067,
2019. arXiv:1711.11342 [math.QA].
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