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Abstract

The aim of this thesis is to present a reasonable account of some of the applications that func-
tional analysis, or more specifically operator theory, has in the theory of quantum scattering.
We begin by introducing the physical scattering experimentas well as establishing the standard
framework for discussing quantum theory, that of a Hilbert space. This leads to a discussion
of the properties of operators acting in a Hilbert space and the role played by unbounded self-
adjoint operators in quantum physics. We also spend some time discussing the position, mo-
mentum and energy operators which are of most relevance here. This in turn leads logically
to the problem of formulating the scattering problem mathematically using these operators.
The stationaryequations of scattering theory are also rigorously derivedand their suitability
for two-body scattering problems is proven. We show that this analysis does not extend to
three-body scattering problems, and introduce theFaddeevformulation for three-body systems
to supplement the theory. This thesis concludes with a briefoverview of how our scattering
equations can be modified to take into account effects such asparticle spin and identical par-
ticles, before discussing an example of a three-body scattering problem (incorporating these
features) and deriving a mathematically satisfactory set of equations which are amenable to
numerical solution.
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Chapter 1

Introduction

“The beginner should not be discouraged if he finds that he does not have the
prerequisites for reading the prerequisites.”

P R Halmos

1.1 Quantum Scattering - an Outline

1.1.1 Quantum Theory

Quantum theory was developed early in the twentieth centuryin an attempt to explain phys-
ical phenomena which could not be explained using the familiar classical theory. Examples
include black-body radiation, the photo-electric effect and why electrons did not spiral into
the nucleus. Contributors to the early theory include such famous names as Planck, Einstein,
Bohr, Sommerfield and de Broglie. However, it was Heisenbergwho first proposed what was
to become quantum theory and his formulation was based on theprinciple that in any physical
theory, one should distinguish between quantities that areobservable and those which are not.
Since we can only test theories by observation, he demanded that a satisfactory theory should
be founded on observables, and that non-observables in the theory may be modified or removed
without affecting any theoretical predictions.

Heisenberg then proceeded to construct such a theory of the atom. A partially successful
model at the time due to Bohr relied upon the concept of the orbit of an electron around the
nucleus. Heisenberg argued that this was unsatisfactory since it was known that the radius
of the orbit could not be accurately measured. Instead, he developed a theory based on the
frequencies of radiation emitted by atoms. These are accurately observable. The theory be-
came known asmatrix mechanicsafter mathematicians realised that his theory relied upon the
multiplication of matrices [47].

At about the same time, Schrödinger formulated hiswave mechanics. This was based upon
the ideas of de Broglie - namely that matter could have a wave-like nature just as waves were
being shown to have particulate natures. Schrödinger postulated that matter waves could be
represented by awavefunctionΨ(t) which obeyed the dynamical law of motion

ih̄
∂Ψ
∂ t

= HΨ (1.1)

whereh̄ is Planck’s constant divided by 2π andH is an operator called theHamiltonianrepre-
senting the energy of the system. This is, of course, the muchcelebratedSchrödinger Equation.
We shall return to this equation later. For now, we shall mention that in simple cases,H can
be decomposed into the sum of akinetic energy operator H0 and apotential energy operator
V which are such thatH0 = p2/2m andV = V (x) wherep is themomentum operator, m is the
mass of the system (not an operator) andV (x) is a function of theposition operator x.
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1.1.2 The Scattering Concept

Scattering experiments are most important in quantum physics, not only as a means of provid-
ing experimental data to test theories upon but also as a means of producing the particles of
interest themselves. Indeed, the development of quantum theory was in a sense, catalysed by
scattering experiments. For instance, the existence of thenucleus was proven by Rutherford
usingα-particle scattering off gold atoms, and the existence of discrete atomic energy levels
was shown by Franck and Hertz using the scattering of electrons off mercury atoms [45]. Even
the familiar chemical reactions taking place in industry and laboratories all over the world are
just glorified (that is, extremely complicated) scatteringexperiments.

The simplest example of scattering is where an elementary particle “collides with” or is
scattered by a fixed target. The experimental quantity of interest will be the probability that
the particle will be scattered into a particular region of space (ie into a particular range of solid
angles). This can be measured in the laboratory by taking a large number of these collisions
(for instance by using a collimated beam of the incident particles) and measuring the intensity
of the resulting particles at different points in space. A structural diagram is shown below in
figure 1.1.
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Figure 1.1: Astationaryor time independent view of a scattering experiment.

From a theoretical point of view, the aim is to be able to calculate what these probabilities
will be. The simple approach is to start with the incident wavefunction (we are implicitly
working in Schrödinger’s representation), write down the Hamiltonian of the systemH, substi-
tute into the Schrödinger equation and then solve to find the final wavefunction. Sounds easy,
doesn’t it?

Unfortunately, it isn’t. The Schrödinger equation is extremely difficult to solve in gen-
eral as the appropriate boundary conditions are not easy to formulate. Even the satisfactory
mathematical formulation of an arbitrary scattering problem must rank as one of the hardest
problems in mathematical physics, and indeed, it has not yetbeen solved in generality. Recent
progress is documented in [23]. It is also well known that theSchrödinger equation can be
transformed into other equations which give the pertinent information, but these equations too
generally aver solutions.

The theory needed to adequately describe the scattering phenomenon is of mathematical
interest, not only for its difficulty but because it encompasses such a variety of mathematical
disciplines ranging from the pure to the very applied and even probabilistic. In the course of
this thesis, some of the mathematical theory appropriate for this description will be described.
This will then be applied to the simplest scenario, that of one or two particle scattering, to derive
mathematically the equations of scattering theory and to examine the conditions necessary for a
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rigorous formulation. The remainder of the thesis will dealwith the more complicated problem
of three-body scattering and the far greater difficulties that this problem poses mathematically.
We then discuss the method by which satisfactory three-bodyscattering equations were first
derived (theFaddeevformulation) before examining a specific (simple) three-body scattering
problem using this approach.

1.2 Some Mathematical Preliminaries

1.2.1 Hilbert Space

Let us begin by defining an inner-product which we shall denote by〈·, ·〉. We require an inner-
product over a vector spaceV to be a complex-valued function with the following properties
for any f ,g,h∈V and any scalarα :

〈 f , f 〉 > 0 and 〈 f , f 〉 = 0 iff f = 0,

〈 f ,g+h〉 = 〈 f ,g〉+ 〈 f ,h〉,
〈 f ,αg〉 = α〈 f ,g〉,
〈 f ,g〉 = 〈g, f 〉.

We note that we use the convention common in physics that the inner-product is linear in the
second argument and conjugate-linear in the first. This is the opposite of the convention used
in mathematics.

A vector space equipped with an inner-product space is naturally called aninner-product
space(also termed aEuclidean spaceor apre-Hilbert space). Any inner-product space has a
norm‖ · ‖ defined by

‖ f‖ =
√

〈 f , f 〉.
The distance between two vectorsf andg (in norm) is given by‖ f −g‖ . If the inner-product
space also has the property that any sequence whose terms getarbitrarily close in norm do
actually converge to some vector (thecompletenessproperty) then it is called aHilbert space.
We shall often denote an arbitrary Hilbert space byH .

It is well established that the mathematical formulation ofquantum theory uses an abstract
Hilbert space to represent the system in question, the vectors, usually termedstate vectors,
then represent the set of allowed wavefunctions (zero is excluded for probabilistic reasons).
It is also common in elementary textbooks to demand that state vectors must have norm 1.
Although this has the advantage of simplifying some calculations, it is not necessary and we
shall not impose this demand in this thesis.

Why we use a Hilbert space is not physically clear and some efforts have been made to
clarify this issue. Most are based on the idea of alattice of propositionswherein the elements
of the lattice are yes/no answerable experiments and the partial ordering is implication (ie a
yes answer for this experiment implies a yes answer for another). This is hoped to produce
a Hilbert space structure and an introductory treatment is given in [24]. Another demand
generally made is that the underlying Hilbert space should be separable. However, this demand
seems to be employed because no urgent need for non-separable Hilbert spaces has yet surfaced
in non-relativistic quantum theory.

A separableHilbert space,H , is one which has a countable subsetS that is dense inH
(that is, the closure ofS is H itself). The importance of this concept is that a separable
Hilbert space possesses a countableorthonormal basis(also known as a total orthonormal set)
{e1,e2, ...} which have the properties that∀ f ∈ H ,

〈ek, f 〉 = 0 ∀k ⇒ f = 0 ; f =
∞

∑
k=1

〈ek, f 〉ek. (1.2)

That is, the only vector orthogonal to the orthonormal basisis the zero vector and any vector
can be expanded in a countably infinite sum with respect to theorthonormal basis.

3



1.2.2 Measure Theory

The theory of measures can be thought of for our purposes as a theory of integration. A
measureµ is a real-valued function defined on a classM of subsets (actually aσ -algebra called
theµ-measurablesets) of any setS, which is non-negative, countably sub-additive and is zero
on the empty set∅. A measureµ on Sgives rise to the notion of the integral of a function,f ,
over any measurable subsetA∈ M which we shall denote by

∫
A f dµ or by

∫
A f (x)dµ (x). In

this thesis,S= R
n. For now, we shall be content to mention two examples of a measure. The

Lebesgue measuregeneralises the familiar Riemann concept of integration inthat the Lebesgue
integral is defined on a larger class of functions and is equalto the Riemann integral when the
latter is defined. We shall usually denote integration with respect to the Lebesgue measure by
dx. Thecounting measureis defined onR by

µC (A) =
∣∣A∩Z

+
∣∣ .

That is, the number of positive integers in the setA. It is not hard to show that
∫

R

f (x)dµC (x) =
∞

∑
k=1

f (k)

so that summations and integrations can be treated using thesame general theory. The proofs
of these statements and further theory are to be found in [19]or [34].

We can now adequately describe two of the most important Hilbert spaces in quantum the-
ory. We denote byL2 (Rn,µ) the vector space of allcomplex-valued(µ-measurable) functions
f such that

∫
Rn | f |2dµ < ∞, equipped with the inner-product:

〈 f ,g〉 =

∫

Rn
f gdµ .

It turns out that with a measureµ , such an inner-product space is complete. This would not
be the case if we were to use the Riemann integral. If in addition, µ is σ -finite (Rn can be
covered by a countable number of sets of finite measure) thenL2(Rn,µ) is separable [38].

Of particular interest in quantum theory are the corresponding L2 spaces with the Lebesgue
measure, denoted byL2 (Rn) , and with the counting measure, denoted by`2, (the set of all
square-summable complex-valued sequences). Both are clearly σ -finite, so both are separable
Hilbert spaces. The importance of these spaces in quantum theory derives from the fact that
Heisenberg’s matrix mechanics was seen to be abstract quantum theory realised in the Hilbert
spacè 2, and Schrödinger’s wave mechanics was seen to be abstract quantum theory realised
in L2 (Rn) [31]. It is not hard to show that these two spaces are isomorphic, as are all infinite
dimensional separable Hilbert spaces. Since all the physical information is given by inner-
products in both formulations (see section 1.2.6), the two formulations are equivalent.

Other technically useful results in mathematical physics include the solution of the prob-
lems of when limits and integrals can be interchanged and when the order of integration of a
multiple integral can be reversed. The solutions to these problems involving integration are
naturally found using measure theory. Proofs of the following theorems may be found in any
text on the subject (eg [19], [34]). We note first that a function f is said to beintegrablewith
respect to a measureµ if ‖ f‖1 =

∫ | f |dµ < ∞. The set of integrable functions overR
n is

denoted byL1 (Rn) . L1 (Rn) is not a Hilbert space but is complete with the norm‖·‖1. Also,
if a condition is said to holdalmost everywhere(ae) we mean that it holds everywhere with the
exception of a set of measure zero. A set of measure zero contributes nothing to an integral
so the phrase “almost everywhere” is ubiquitous whenever measure theory and integration are
involved.

Theorem 1 (Dominated Convergence)Suppose that fk converges pointwise ae and there ex-
ists g∈ L1 (Rn) such that for all k,| fk (x)| ≤ g(x) ae. Then,

lim
k→∞

∫
fkdµ =

∫
lim
k→∞

fkdµ .
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Theorem 2 (Fubini) Suppose that f∈ L1 (Rn) . Then,
∫ ∫

Rn
f (x,y)dµ1 (x)dµ2 (y) =

∫ ∫

Rn
f (x,y)dµ2 (y)dµ1 (x) .

1.2.3 Operators on Hilbert Spaces

We shall define anoperator on a Hilbert spaceH as alinear transformationfrom a linear
subspace ofH to H . In quantum theory, it is generally assumed that any actual observable
quantity of the system is mathematically represented by an operator of a specific kind. For
instance, associated with the observable quantity “position”, there is a corresponding position
operator. A brief introduction to how these operators are related to the physically observed
quantities is given in section 1.2.6.

We define a norm on the space of operators over a given Hilbert space. IfA is an operator
then the norm ofA is given by

‖A‖ = sup
f 6=0

‖A f‖
‖ f‖ = sup

‖ f‖=1
‖A f‖

where the norms under the suprema are the Hilbert space norms(the two definitions are easily
shown to be equivalent). An operator with finite norm is aboundedoperator and the set of all
bounded operators overH is denoted byB(H ) . From this definition, we immediately obtain
‖A f‖ 6 ‖A‖‖ f‖ for anyA∈ B(H ) and f ∈ H .

As a specific example of how operators may be defined, let us consider the set of continuous
linear functionals onH . A functional φ ( f ) is a map fromH to a scalar field, for us,C,
the set of complex numbers. The continuity requirement states that if fn → f in H , then
φ ( fn) → φ ( f ) in C. The set of continuous linear functionals onH is called thedual of
H , denotedH ′. We have the following important theorems proven in any text on functional
analysis (eg [27][38], [42])

Theorem 3 (Riesz)For everyφ ∈ H ′, there is a unique h∈ H such that

φ (g) = 〈h,g〉 ∀g∈ H .

Theorem 4 (Riesz Representation)If φ ∈ (H ×H )′ is sesquilinear, so that

φ (α f + βg,h) = αφ ( f ,h)+ βφ (g,h)

and φ ( f ,αg+ βh) = αφ ( f ,g)+ βφ ( f ,h)

for any f,g,h∈ H andα ,β ∈ C thenφ defines an operator A∈ B(H ) by

〈 f ,Ag〉 = φ ( f ,g) .

The second is derived from the first by noting that for fixedg, φ( f ,g) is a continuous linear
functional in f so there exists a uniqueh∈ H such that

φ( f ,g) = 〈h, f 〉 ⇒ φ( f ,g) = 〈 f ,h〉 .

Of course,h actually depends upong. So we define an operatorA by h = Ag, hence the result.

1.2.4 Fourier Transforms and Distributions

The Fourier transform is an essential part of any study of quantum mechanics. A reference for
many aspects of Fourier analysis relevant to mathematical physics is [40]. There are however,
different definitions of the Fourier transform in common use. We shall follow the physical
literature and take as our definition of then-dimensional Fourier transform the following:

f̂ (k) =

∫

Rn
f (r)φk (r)dr (1.3)
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and for the inverse Fourier transform:

f (r) =

∫

Rn
f̂ (k)φk (r)dk (1.4)

wherer = (x1, . . . ,xn), k = (k1, . . . ,kn) andφk (r) = (2π)−n/2 eik·r is a function known to physi-
cists as afree plane wave. We shall restrictf to the spaceS(Rn) , the set of rapidly decreasing
functions. This are defined as the set of infinitely differentiable complex-valued functions over
R

n for which sup|p(r)D f (r)| < ∞ wherep(r) is any polynomial inx1, . . . ,xn andD is any
differential operator of the form∂ a/(∂xa1

1 . . .∂xan
n ). It should be noted that this is a subspace of

the Hilbert spaceL2(R) but is by no means the largest such subspace for which the above defi-
nitions make sense. We shall also define theFourier operator Fby F f = f̂ for any f ∈S(Rn) .
This definition will be extended in chapter 3.

We will also need to discuss theDirac delta functionδ (r) . It is well known that this
is not a function is the usual sense of the word but instead is described as adistribution (or
generalised function). The class of distributions is defined as the dual space of a particular
space of functionsT, called test functions. Common choices for the test functions are the
spacesS(Rn) [39] or C∞

0 (Rn) , the space of infinitely differentiable functions which are non-
zero only on some bounded subset ofR

n [14]. The (n-dimensional) Dirac delta function is
defined as a functional by

δ (ϕ) = ϕ (0) ∀ϕ ∈ T

which is often written in the form
∫

Rn
δ (r)ϕ (r)dr = ϕ (0) .

One of the important properties of the space of distributions is that the Fourier transform can
be extended to distributions. In particular, it can be shownthat in this distributional setting,

φ̂k
(
k ′)= δ

(
k −k ′) , (1.5)

so the Fourier transform of a free plane wave with momentumk, is a Dirac delta function
with a spike atk. This corresponds to the intuitive idea that an ideal plane wave has an exact
momentum (rather than a small range of momenta) so its transform will only be non-zero at
one point.

1.2.5 A Touch of Topology

We should also like to briefly mention the subject of topology. Topology deals with the ques-
tion of convergence in a very general sense. Without worrying about exactly what this means,
we shall discuss briefly three topologies that can be defined on the operator spaceB(H ) . What
will be important to us is the question of convergence of operators in each of these topologies.
This is of importance as results that may hold under one topology may be quite wrong in an-
other. An excellent discussion of the properties of these topologies and some of the pitfalls
encountered with naïve algebraic manipulations of operators is to be found in [20].

We shall define convergence in theuniform topology(also known as thenormor operator
topology), thestrong topologyand theweak topology, respectively:

Ak → A uniformly iff ‖Ak−A‖→ 0 (A = u− lim
k→∞

Ak)

Ak → A strongly iff ‖(Ak−A) f‖→ 0 ∀ f ∈ H (A = s− lim
k→∞

Ak)

Ak → A weakly iff |〈g,(Ak−A) f 〉| → 0 ∀ f ,g∈ H (A = w− lim
k→∞

Ak).

Technically, we should be defining convergence in terms ofnetsor generalised sequences.
We shall not let this bother us however. It is immediately obvious that since‖(Ak−A) f‖ 6
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‖Ak−A‖‖ f‖ , uniform convergence implies strong convergence. Also, using the Cauchy-
Schwarz inequality, we have|〈g,(Ak−A) f 〉|6 ‖g‖‖(Ak−A) f‖ so strong convergence implies
weak convergence.

In chapter 4 we will be working with the strong topology to derive certain results. However,
it will be convenient to use the weak topology on occasion. Weshall then appeal to the
following simple lemma which will allow us to “return” to thestrong topology [20].

Lemma 5 If Ak →A weakly and‖Ak f‖6 ‖A f‖ for all f ∈H and k> 0, then Ak →A strongly.

1.2.6 Linking Mathematics and Reality

It is generally accepted by most practising physicists thatthe abstract mathematics and the
actual quantities measured in experiment and linked by whatis called theBorn (or Copen-
hagen) interpretation. In this interpretation, any physically observable quantity (say position
of a system) is associated with an operator (call itx). If the system is in quantum stateΨ at
some time, experiments to determine the position of the system will in general yield different
results but the mean result (called theexpected value) is given by〈x〉 = ‖Ψ‖−2〈Ψ,xΨ〉 (the
normalising factor of‖Ψ‖−2 is usually absent in most quantum texts because it is implicitly
assumed that all the quantum states are normalised such that‖Ψ‖ = 1). We shall see shortly
that for physical consistency, the operators that correspond to observable quantities must be of
a particular class called theself-adjointoperators because these are guaranteed to give only real
expectation values (remember that we work over a complex Hilbert space). The probability
that a measurement lies within a setB⊆ R is given by‖Ψ‖−2〈Ψ,Ex(B)Ψ〉 whereEx(B) is an
operator related tox which depends onB, called thespectral measure of x. This operator be-
longs to the class of operators known as projectors which will also be discussed in more detail
shortly. Projectors are also self-adjoint operators so we are again guaranteed real probabilities.

In essence, it is this idea that a system only has a probability of giving a particular result
that really differentiates the quantum and classical worlds.

1.3 Dirac Notation

This thesis willnot employ Dirac notation. Nevertheless, we shall for completeness, indicate
here briefly how this Dirac notation is related to our more mathematical notation. This nota-
tion for abstract Hilbert spaces is extremely common among physicists and is also extremely
convenient. However, its use does have a tendency to obscuresome of the mathematics in-
volved and some of the formal manipulations which it allows (and are commonly used) are
mathematically suspect to say the least.

In Dirac notation, the vectors of a Hilbert space are denoted| f 〉 corresponding to ourf ,
and are calledketvectors. In addition, there are vectors denoted〈g| calledbra vectors. These
are multiplied together to give abra-ket(bracket): 〈g| f 〉. The bra-ket is of course analogous
to our inner-product〈g, f 〉. To establish what the bra vectors correspond to, we recall theorem
3. Since anyφ ∈H ′ satisfiesφ ( f ) = 〈g, f 〉 for someg∈H , we have thatφ ( f )≡ 〈g|(| f 〉) =
〈g| f 〉 ≡ 〈g, f 〉 so〈g| corresponds to the continuous linear functional inH ′ generated byg.
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Chapter 2

Operator Theory

“Mathematicians are like Frenchmen: Whatever you say to them they trans-
late into their own language and forthwith it is something entirely different.”

Goethe

2.1 Properties and Classes of Operators

Many of the classes of operators which commonly occur in quantum mechanics also occur
frequently in other areas of analysis and as such, are well known to mathematicians. The
theory involved is thus well known. Therefore in this section, we shall state many simple facts
regarding these classes of operators. Proofs may be found inthe standard texts (eg [17], [21],
[27], [42]).

2.1.1 Bounded Operators

We shall begin our study of operators with the important concept of continuity. We shall say
that an operator,A, is continuousif fn → f ⇒ A fn → A f. We immediately note that ifA is
bounded then‖A fn−A f‖ 6 ‖A‖‖ fn− f‖→ 0 soA is continuous. The converse is also true.

We shall however, be often discussing unbounded operators.As an example of an un-
bounded operator, we give the position operatorx acting inL2 (R), defined by(x f) (x) = x f (x) .
That is, multiplication byx. Define fn = χ[n,n+1], the characteristic function of[n,n+1] ; so
‖ fn‖ = 1. Then,

‖x fn‖2 =

∫ n+1

n
x2dx> n2 = n2‖ fn‖2

so‖x‖ > n ∀n andx is unbounded.

2.1.2 Adjoints

In quantum theory the unboundedness of the position operator is unfortunately not an excep-
tion. Most operators we shall study in relation to quantum theory will be unbounded. This
means that we do not always have continuity at our disposal but it does mean the theory is
richer if much more difficult. In fact, the study of unboundedoperators was catalysed by the
development of quantum theory. A chief difficulty lies with the domain of an unbounded oper-
ator. We may define a bounded operator,A, acting on any vectorf ∈H without encountering
problems sinceA can only magnify the norm off by ‖A‖ which is finite. ThusA f has finite
norm and is thus inH . However, an unbounded operator has (loosely speaking) infinite norm
and soA f may not be inH . Mathematically, we do not allowA to act on such anf and
hence we must restrict the domain of an unbounded operator. For example, the domain of the
position operatorx is the set

Dx =

{
f (x) ∈ L2 (R) :

∫

R

x2 | f (x)|2dx< ∞
}
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which is a proper subset ofL2 (R) (The functiong(x) = x−1 when|x| > 1 andg(x) = 1 else-
where is inL2(R) but notDx).

We note that whenA is a bounded operator, densely defined inH , it is easy to show using
the continuity ofA that we canextend Aso that it is defined on allH . Hence, when we speak
of a (densely defined) bounded operator, we shall implicitlyassume that it is defined on all of
H . Generally, we shall callA′ anextensionof A if DA′ ⊇ DA andA′ f = A f ∀ f ∈ DA, and
write A′ ⊇ A.

We shall now define the adjointA† of an operatorA (bounded or unbounded) as follows.
The domain ofA† is the set

DA† = {g∈ H : ∀g, ∃h∈ H , unique, such that〈h, f 〉 = 〈g,A f〉 ∀ f ∈ DA}

and we defineA†g = h on this set. With such a definition, the question of existenceautomati-
cally arises and it turns out thatA† exists (in thatDA† 6= ∅) iff DA is dense inH .

Note that ifA ⊆ B whereA is densely defined thenB† ⊆ A†. It is not hard to show that
if A∈ B(H ) thenA† ∈ B(H ) with ‖A‖ =

∥∥A†
∥∥. We also have that iff ∈ DA, andg∈ DA†

(dense inH ), 〈g,A f〉 =
〈
A†g, f

〉
=
〈
g,A†† f

〉
so f ∈ DA†† andA†† f = A f. That is,A†† ⊇ A

and soA†† is an extension ofA. If in addition, A∈ B(H ) , thenDA = H soA†† = A.
A related concept (but much more important) is the idea of aself-adjoint operator. This

is, naturally, an operator satisfyingA= A† (that is,DA = DA† andA f = A† f for all f ∈DA). A
similar but weaker concept is that of asymmetric operatorwhich is required to satisfy〈g,A f〉=
〈Ag, f 〉 ∀ f ,g∈ DA. An unboundedsymmetric operator need not be self-adjoint sinceA and
A† need only agree onDA. That is,A⊆ A†. We shall discuss some symmetric operators which
are not self-adjoint in chapter 3. As mentioned in Chapter 1,operators that correspond to
observable quantities in quantum theory must be self-adjoint. This is because the expectation
values have the form〈 f ,A f〉 which are real numbers since〈 f ,A f〉 = 〈A f, f 〉 = 〈 f ,A f〉. This
however, holds for symmetric operators too. The requirement that the observables must be
self-adjoint appears to be made because the spectral theorem (theorem 17) cannot be modified
to include all symmetric operators [42]. This theorem lies at the heart of any Hilbert space
formulation of quantum theory.

We shall finish this section with a very important result which uses the uniform bounded-
ness principle. We also introduce the common phrasing: IfDA = H thenA is said to be
definedonH and otherwise,A is said to be definedin H .

Lemma 6 (Uniform Boundedness Principle)Suppose(φn) ⊆ H ′ is a sequence of continu-
ous linear functionals onH for which |φn ( f )| 6 c( f ) for all n where c( f ) are constants.
Then,∃C > 0 such that|φn ( f )| 6 C‖ f‖ .

Theorem 7 (Hellinger and Toeplitz) Any symmetric operator defined onH is bounded.

Proof. Let A be symmetric and defined onH so A† is also defined onH . If A† is
unbounded then∃(gn) ⊆ H such that‖gn‖ = 1 and

∥∥A†gn

∥∥→ ∞. We may defineφn ( f ) =
〈gn,A f〉 ∀ f ∈H and for any givenn, so these functionals are bounded thus continuous. For
fixed f then,|φn ( f )| 6 ‖gn‖‖A f‖ = ‖A f‖ ≡ c( f ) . Therefore, by the uniform boundedness

principle,∃C> 0 such that|φn ( f )|6C‖ f‖ ∀ f ∈H . In particular,
∣∣φn
(
A†gn

)∣∣=
∥∥A†gn

∥∥2
6

C
∥∥A†gn

∥∥ . Hence
∥∥A†gn

∥∥ is uniformly bounded byC, contradicting unboundedness ofA†. A†

is thus bounded and sinceA is symmetric,A = A† onH soA is also bounded.
Thus we have proven that there are no unbounded self-adjointoperators defined onH .

Therefore in quantum theory, where unbounded operators abound (as it were), domain prob-
lems will be a common nuisance.

2.1.3 Projections

Let us consider a closed subspaceM of H . SinceH = M ⊕M⊥ (the direct sumof M and
M⊥, its orthogonal complement) we can writef = f ′ + f ′′ for any f ∈ H where f ′ ∈ M and
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f ′′ ∈ M⊥. We define theprojection operator(projector) onto Mby EM f = f ′. An equivalent
definition is that an operatorE ∈ B(H ) is a projector ifE is self-adjoint and idempotent
(E2 = E). E then projects onto the setM = { f ∈ H : E f = f} . We see immediately that
providedM 6= {0} , ‖EM‖ = 1. There are a number of other algebraic properties of projectors
of interest which we list below.

Theorem 8 Let EM and EN be projectors onto closed subspaces M and N ofH respectively.
Then:

M⊥N iff EMEN = 0,

EMEN is a projector, EM∩N, iff [EM,EN] = 0,

EM +EN is a projector, EM⊕N, iff EMEN = 0,
∞

∑
i=1

EMi is a projector, E⊕∞
i=1Mi , iff EMi EM j = 0 ∀i, j.

where[A,B] = AB−BA,.

We shall also find it convenient to introduce apartial ordering on projectors. We shall
defineEM 6 EN whenM ⊆ N.

2.1.4 Isometric and Unitary Operators

An isometric operator(or isometry), U, satisfies〈U f ,Ug〉= 〈 f ,g〉 ∀ f ,g∈H . If in addition
the range ofU (denotedRU ) is H thenU is a unitary operator. Equivalently, it is easy to
show thatU is isometric iff‖U f‖ = ‖ f‖ ∀ f ∈ H . It obviously follows that‖U‖ = 1. We
shall also define theleft-inverse, U−1, of an operatorU by U−1U = I (the identity operator)
whereDU−1 = RU . U−1 exists iff the equationU f = 0 has the unique solutionf = 0. We then
have the important characterisation thatU ∈ B(H ) is unitary iffU† = U−1.

There is a useful link between unitary and self-adjoint operators - this is theCayley trans-
form. The Cayley transform of a symmetric operatorA is defined byV = (A− i)(A+ i)−1 .
This may also be inverted givingA = i (1+V) (1−V)−1 and DA = R1−V . We note that
(A± i)−1 exists (as a left-inverse) since

‖(A± i) f‖2 = ‖A f‖2± i 〈A f, f 〉∓ i 〈 f ,A f〉+‖ f‖2 = ‖A f‖2 +‖ f‖2 (2.1)

so (A± i) f = 0 ⇒ f = 0. Furthermore, we have‖(A− i) f‖ = ‖(A+ i) f‖ so taking f =

(A+ i)−1g, for someg∈ RA+i, gives
∥∥∥(A− i)(A+ i)−1g

∥∥∥ = ‖g‖ . Thus,V is isometric from

RA+i to RA−i. Of importance is the fact that we can do slightly better than this [38].

Theorem 9 Suppose A is symmetric and densely defined. Then A is self-adjoint iff its Cayley
transform is unitary.

It should be realised that even thoughA may be unbounded and hence not everywhere
defined, its Cayley transform is defined everywhere. That is,it is not just unitary on its domain
of definition. We shall demonstrate this explicitly in section 3.2.1 with the position operator.

2.1.5 Closed Operators

We know that unbounded operators are not continuous. However, a weaker version of con-
tinuity is available. An operatorA in H is closed if given a sequence( fn) ⊆ DA sat-
isfying fn → f and A fn → g for some f ,g ∈ H , we also have thatf ∈ DA and g = A f.
Clearly A is closed if A is continuous. We also note that the adjoint of any operator is
closed. We see this by takingfn → f andA† fn → g (( fn) ⊆ DA†) and noting that ifh∈ DA,

〈g,h〉 = limn→∞
〈
A† fn,h

〉
= limn→∞ 〈 fn,Ah〉 = 〈 f ,Ah〉 so f ∈ DA† andg = A† f . We thus get

the nice result that every self-adjoint unbounded operatoris closed.
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Let us now define theclosureof an operatorA (when it exists) to be the closed operator
A which is such thatA⊆C whereC is any closed extension ofA. A exists wheneverA has a
closed extension. IfA is symmetric,A† ⊇ A, so A exists. In fact, the relationship between
such an operator and its closure is simple [38]

Theorem 10 If A is densely defined and symmetric thenA = A††.

In the next chapter we will construct self-adjoint operators by closing symmetric operators.

2.2 Spectral Theory

The spectral theory of operators is the natural generalisation of the eigenvalue theory of matri-
ces and is fundamental to quantum theory. It is not an easy theory, essentially because we shall
be working with infinitely many dimensions, but it does facilitate much algebraic manipulation
and gives insight into the behaviour of particular classes of operators. The ends will justify the
means. Our primary concern here is the spectral decomposition of an unbounded self-adjoint
operator as these are the most important in quantum mechanics. To do this, we shall follow
the original method of Von Neumann.

2.2.1 Introduction - Finite Dimensions

We shall begin with a short preview of spectral theory by assuming that dimH = n < ∞.
We shall decompose an operatorA using the familiar process of finding eigenvectors of a cor-
responding matrix. We define aneigenvalueof A to be a complex scalarλ which satisfies
A f = λ f for somef 6= 0. The vectorf is aneigenvectorof A corresponding toλ . The eigen-
vectors for a particular eigenvalueλ span a subspace (oreigenspace) of H which we shall
denote byMλ , the set of eigenvalues we shall denote byσ .

Now, suppose thatA is self-adjoint. Therefore the eigenspaces ofA spanH [29]. That is,
H =⊕λ∈σ Mλ . We can thus decompose anyf ∈H uniquely asf = ∑λ∈σ fλ where fλ ∈Mλ .
In fact, using the projection operators ontoMλ , which we shall denote byEMλ , we can write

A f = A ∑
λ∈σ

fλ = ∑
λ∈σ

A fλ = ∑
λ∈σ

λ fλ = ∑
λ∈σ

λEMλ f

⇒ A = ∑
λ∈σ

λEMλ .

We can be more transparent with respect to what will follow byordering the eigenvalues,
λ1,< . . . <,λn and lettingEλk

= ∑λ6λk
EMλ . TheEλk

are projectors by theorem 8 as theMλ
are all orthogonal [27]. Then we can rewrite the decomposition in the form

A =
n

∑
k=1

λk
(
Eλk

−Eλk−1

)

whereEλ0
= 0. This looks suspiciously similar to a Riemann approximationto the (symbolic)

integral

A =

∫
λdEλ .

That this integral representation can be shown to hold (in a sense) in infinite dimensional
Hilbert spaces is the important result that we shall derive in section 2.2.4 as the spectral theorem
for self-adjoint operators.

2.2.2 Spectral Measures

It is apparent that if we were to try to write the decomposition of a self-adjoint operator over
a finite dimensional Hilbert space as an integral then the family of projections{Eλ} must be
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in some sense stationary except whenλ = λk, an eigenvalue, whenEλ ‘increases’ in a discon-
tinuous fashion. This is most readily seen in the formulaEλ = ∑µ6λ EMµ from the previous
section where it is easy to see thatEµ 6 Eλ (partial ordering on projectors) ifµ 6 λ . The
same idea will form the starting point for the general treatment of infinite dimensional spaces.
This type of generalisation is necessary because we shall encounter the added complication
that eigenvalues are not the only points at whichEλ can increase.

We shall define abstractly aspectral function(spectral family) to be a functionEλ defined
for all λ ∈ R which takes projection operators as its values and satisfies

Eµ 6 Eλ wheneverµ 6 λ ,

Eλ = s− lim
µ→λ+

Eµ ,

E−∞ = s− lim
µ→−∞

Eµ = 0 andE∞ = s− lim
µ→∞

Eµ = I

where 0 is the zero operator andI is the identity operator.
Similarly, we shall define aspectral measureto be a projector-valued function defined on

a collection of subsets ofR satisfying

E (R) = I

andE

(
∞⋃

k=1

Bk

)
=

∞

∑
k=1

E (Bk) = s− lim
n→∞

n

∑
k=1

E (Bk)

for any countable sequence(Bk) of disjoint subsets ofR. For any spectral measure then, we
haveE ( /0) = 0 andE (B1)E (B2) = E (B1∩B2) [17]. Furthermore it can be shown that any
spectral measureE (B) generates a unique spectral functionEλ and conversely, through the
correspondence [38]

Eλ = E ((−∞,λ ]) .

All of these results may be generalised predictably from functions overR to functions overRn.

2.2.3 Spectral Theorem for Unitary Operators

Although we are primarily concerned with the decompositionof an unbounded self-adjoint
operator, we shall derive this from the decomposition of a unitary operator which is bounded
and hence more tractable. Other derivations may be found in [17] and [42].

We begin with a topological lemma, proved in [20]. We shall also need to define the
important concept of positivity as it applies to symmetric operators. A symmetric operatorA
is positiveif 〈 f ,A f〉 > 0 for every f ∈ DA. This concept induces a partial ordering on the set
of bounded self-adjoint operators: we writeA > B if A−B is positive.

Lemma 11 Suppose we have a monotonically decreasing sequence of bounded positive self-
adjoint operators (A1 > A2 > A3 > . . .). Then An converges strongly to a bounded self-adjoint
operator A.

Let U be a unitary operator. Since‖U‖ = 1, we shall associate it with the functioneiθ

which has modulus one. This may be conveniently achieved by constructing a transformation
taking the trigonometric polynomials intoB(H ) . Specifically, we mapp

(
eiθ)= ∑n

k=−nckeikθ

to ∑n
k=−nckUk = p(U) . It is easy to see that the mapping is linear, thatp

(
eiθ )q

(
eiθ) is

mapped top(U)q(U) , and thatp(eiθ ) is mapped to[p(U)]† . Our mapping is therefore a
type of∗-homomorphism. The mapping also preserves positivity since ifp

(
eiθ) > 0 then by

Fejer’s lemma [48],p
(
eiθ) =

∣∣q
(
eiθ )∣∣2 for some trigonometric polynomialq. Thus p(U) =

[q(U)]†q(U) and〈 f , p(U) f 〉 = 〈q(U) f ,q(U) f 〉 > 0, so p(U) is positive. We now invoke
lemma 11 to extend this mapping to the setT of all functions which are the pointwise limits of
sequences of monotonically decreasing positive trigonometric polynomials.
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Lemma 12 Suppose that(pn) is a sequence of monotonically decreasing positive trigonomet-
ric polynomials so that u(θ) = limn→∞ pn

(
eiθ) ∈ T. Then there exists a positive symmetric

operator A∈ B(H ) such that pn (U) → A strongly and A is independent of the choice of se-
quence(pn) .

Proof. Since(pn) is monotonically decreasing and bounded below by 0, lemma 11 guar-
antees existence ofA. Also 〈 f ,A f〉= w− lim

n→∞
〈 f , pn (U) f 〉> 0, soA is positive. Furthermore,

if lim n→∞ p(1)
n
(
eiθ) = limn→∞ p(2)

n
(
eiθ) everywhere then given ann, ∃k such thatp(1)

k

(
eiθ) 6

p(2)
n
(
eiθ)+1/n, since both sequences are monotonically decreasing. Thusp(1)

k (U)6 p(2)
n (U)+

1/n, so s− lim
n→∞

p(1)
n (U)6 s− lim

n→∞
p(2)

n (U) . The opposite inequality is obtained similarly. Hence

A is independent of(pn) .
This lemma is extremely important as it allows us to work withthe limits of trigonometric

polynomials. In particular, we should like to apply the result to functionsχ which would give
a projector under our mapping. Since projectors are idempotent, we require our function to
satisfyχ (θ) = [χ (θ)]2 everywhere. Thusχ is a characteristic function. This also requires
χ to be real-valued, so the mapping will give a self-adjoint operator, just what we want of a
projector. These projectors will be used to construct a spectral function forU .

Since we are taking pointwise limits of 2π-periodic trigonometric functions, the character-
istic functions we employ must also be 2π-periodic. Also, we have seen that spectral functions
and spectral measures are related onR by Eλ = E ((−∞,λ ]) whereE−∞ = 0 andE∞ = I . Thus,
on [0,2π] , we shall use characteristic functions of the interval(0,λ ]. More concretely, we
shall define a family of 2π-periodic functionsΩλ by

Ωλ (θ) = 0 whenλ 6 0,

Ωλ (θ) = 1 whenλ > 2π
andΩλ (θ) = χ(0,λ ] (θ) for 0 < λ < 2π, 0 6 θ < 2π.

We now show thatΩλ ∈T by taking a strictly decreasing sequence of continuous differentiable
functions(gn) which converge toΩλ pointwise and satisfygn+1 (θ) < gn (θ)−δn everywhere
(whereδn > 0). That is, there is a non-vanishing ‘gap’ between any two ofthegn. Each of these
can then be approximated uniformly by a sequence of trigonometric polynomialspn,m(θ) [38]
and because of the ‘gap’ between thegn, we can choose for eachn, a pn,kn such that thepn,kn (θ)
are also strictly decreasing everywhere. Clearly this sequence of trigonometric polynomials
must converge pointwise toΩλ soΩλ ∈ T.

The projectors corresponding toΩλ shall of course be denoted byEλ . It remains then to
prove that these projectors do in fact constitute a spectralfunction and to show how this spectral
function is related to our original unitary operatorU.

Theorem 13 (Spectral Theorem for a Unitary Operator) The Eλ defined above constitute a
spectral function with which U may be written

U =
∫ 2π

0
eiλ dEλ .

Proof. The last requirement (see definition) is apparent from the construction. The first
is seen by noting that ifµ 6 λ , Ωµ (θ)Ωλ (θ) = Ωµ (θ) which maps to EµEλ = Eµ , hence
Eµ 6 Eλ . We thus need only show that Eλ = s− lim

µ→λ+
Eµ . Consider a monotonically decreasing

sequence of trigonometric polynomials(pn) which converge toΩλ pointwise but for which
pn
(
eiθ )> Ωλ+1/n (θ) for all n. Thus pn (U) > Eλ+1/n. However, since Eλ 6 Eλ+1/n,

Eλ 6 s− lim
n→∞

Eλ+1/n 6 s− lim
n→∞

pn (U) = Eλ ,

so we have Eλ = s− lim
n→∞

Eλ+1/n. Since for any sequence converging to0 from above, there is a

subsequence of(1/n) which converges faster, the second requirement is met so Eλ is a spectral
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function.
Now, since Eλ = 0 whenλ 6 0 and Eλ = I whenλ > 2π, Eλ is only increasing on[0,2π] .
Let us partition this interval into0 = λ0 < λ1 < .. . < λn−1 < λn = 2π and chooseλ ′

k such that
λk−1 < λ ′

k 6 λk for k = 1, . . . ,n. If we let φ ∈ [λk−1,λk] , thenΩλ`
(φ)−Ωλ`−1

(φ) = δk` (1 if
k = ` and0 otherwise) so ifε = max(λk−λk−1) ,

∣∣∣∣∣e
iφ −

n

∑̀
=1

eiλ ′
`
[
Ωλ`

(φ)−Ωλ`−1
(φ)
]
∣∣∣∣∣6
∣∣∣eiφ −eiλ ′

k

∣∣∣6
∣∣φ −λ ′

k

∣∣6 ε

by the mean value theorem. Since this holds for any k we have for any θ ∈ [0,2π] ,

∣∣∣∣∣e
iθ −

n

∑
k=1

eiλ ′
k
[
Ωλk

(θ)−Ωλk−1
(θ)
]
∣∣∣∣∣

2

6 ε2.

Writing this as a function multiplied by its conjugate and then applying our familiar mapping
gives

V†V 6 ε2I where V= U −
n

∑
k=1

eiλ ′
k
[
Eλk

−Eλk−1

]
.

That is,

‖V f‖2 =
〈

f ,V†V f
〉

6 ε2‖ f‖2 so‖V‖ =

∥∥∥∥∥U −
n

∑
k=1

eiλ ′
k
[
Eλk

−Eλk−1

]
∥∥∥∥∥6 ε .

If we now insist thatε = max(λk−λk−1) → 0, then n must necessarily go to∞ giving

U = u− lim
ε→0

n

∑
k=1

eiλ ′
k
[
Eλk

−Eλk−1

]
≡
∫ 2π

0
eiλ dEλ .

We have essentially defined thespectral integralappearing in the previous theorem by the
uniform limit of a Riemann sum of operators. Although the operatorsEλ induce a spectral
measureE (B) onR, this is clearly not a measure in the usual sense (being operator-valued). It
is therefore not obvious that the usual results applying to integration are valid. However, it is
easy to construct a bona-fide measure from a spectral measureand we shall do so shortly.

Let us first define acomplex measureon R to be a finite linear combination of finite mea-
sures onR, a finite measure onR being a measureν satisfyingν (R) < ∞. It is easy to see that
since integration is linear, results holding for integration with respect to a measure will also
hold with respect to a complex measure.

We choosef ,g∈ H and take a spectral measureE (B) . Let µ f ,g (B) = 〈 f ,E (B)g〉 . It is
easy to see that any function of the formν (B) = 〈 f ,E (B) f 〉 is a finite measure onR since pro-
jections are positive. However, one can use theparallelogram identity[27] to write〈 f ,E (B)g〉
as the sum of measures of the formν (B) . Therefore,〈 f ,E (B)g〉 is a complex measure.

Now, since uniform convergence implies weak convergence, we can restate the last result
in terms of the weak topology as follows:

〈 f ,Ug〉 = lim
ε→0

n

∑
k=1

eiλ ′
k
〈

f ,
[
Eλk

−Eλk−1

]
g
〉
≡
∫ 2π

0
eiλ d〈 f ,Eλ g〉 =

∫

R

eiλ dµ f ,g ((0,λ ]) .

The spectral integral may now be recognised in the weak topology as an ordinaryRiemann-
Stieltjesintegral and as such, general measure theory results such asthe Dominated Conver-
gence theorem can be applied. We shall use this to prove the following.

Theorem 14 The spectral function of a unitary operator is unique.
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Proof. Suppose thatEλ and Fλ are both spectral families forU, unitary. It is easy to
check using the decompositionU = u− lim

ε→0
∑n

k=1 eiλ ′
k
[
Fλk

−Fλk−1

]
and the orthogonality of the

projections
[
Fλk

−Fλk−1

]
(k = 1, . . . ,n) that

p(U) =
∫ 2π

0
p
(

eiλ
)

dFλ and 〈 f , p(U)g〉 =
∫ 2π

0
p
(

eiλ
)

d〈 f ,Fλ g〉

hold for any trigonometric polynomialp
(
eiλ ) . Now, Ωψ (λ ) as defined previously is the

pointwise limit of a monotonically decreasing sequence of positive trigonometric functions so
by dominated convergence,

∫ 2π

0
Ωψ (λ )d〈 f ,Fλ g〉 = lim

n→∞

∫ 2π

0
pn

(
eiλ
)

d〈 f ,Fλ g〉 = lim
n→∞

〈 f , pn (U)g〉 =
〈

f ,Eψg
〉

⇒
〈

f ,Eψg
〉

=

∫ ψ

0
d〈 f ,Fλ g〉 =

〈
f ,Fψg

〉
−〈 f ,F0g〉 =

〈
f ,Fψg

〉
.

Since this holds for anyf ,g∈ H , Eψ = Fψ for all ψ so the spectral function is unique.

2.2.4 Spectral Theorem for Self-Adjoint Operators

We have shown that a unitary operatorU on R can be decomposed using the unique spectral
function Eλ associated withU. We shall now show that a similar result holds for arbitrary
(possibly unbounded) self-adjoint operators. This will beachieved by relating the self-adjoint
operator to a unitary one by means of the Cayley transform (theorem 9). We shall need the
following lemmas. The first is proven in [34].

Lemma 15 Letµ be a measure onR and letν (S) =
∫

Sgdµ for some fixed measurable function
g and any measurable subset S. Thenν is also a measure overR and

∫
B f dν =

∫
B f gdµ for

any measurable function f and measurable subset B.

Lemma 16 If Fφ is the spectral function associated with a unitary operatorU then UFφ = FφU
for all φ .

Proof. Chooseφ . For eachn > 0, let us choose a partition of[0,2π] as in the proof of

theorem 13 such that max
∣∣∣λ (n)

k −λ (n)
k−1

∣∣∣< 1/n. We define

Un =
n

∑
k=1

eiλ (n)′
k

(
Fλ (n)

k
−Fλ (n)

k−1

)

so by theorem 13,Un →U uniformly. Since theFλ (n)
k

commute withFφ , we haveUnFφ = FφUn

for all n. But, the separate multiplication of operators is continuous in the uniform topology
[20] soUnFφ →UFφ andFφUn → FφU. Therefore, by uniqueness of limits,UFφ = FφU.

Theorem 17 (Spectral Theorem for a Self-Adjoint Operator) If A is a self-adjoint operator
in H then there is a spectral function Eλ , λ ∈ R such that

〈 f ,Ag〉 =

∫

R

λd〈 f ,Eλ g〉

for all f ∈ H and g∈ DA.

Proof. SinceA is self-adjoint, its Cayley transformV is unitary. LetFφ be the unique
spectral function associated withV and F (B) the corresponding spectral measure soV =∫ 2π

0 eiφ dFφ . Now, if g∈ DA, Ag= i (1+V)h whereh = (1−V)−1g. We have then,

〈 f ,Ag〉 = i 〈 f ,h〉+ i 〈 f ,Vh〉 = i
∫ 2π

0
d
〈

f ,Fφ h
〉
+ i
∫ 2π

0
eiφ d

〈
f ,Fφ h

〉

= i
∫ 2π

0

(
1+eiφ)d

〈
f ,Fφ h

〉
=

∫ 2π

0

(
−cot

φ
2

)(
1−eiφ)d

〈
f ,Fφ h

〉

=

∫ 2π

0

(
−cot

φ
2

)
dν f ,h ((0,φ ]) (2.2)
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where we have used lemma 15 in letting

ν f ,h (B) =
∫

B

(
1−eiφ)d〈 f ,F ((0,φ ])h〉 .

However, we derive from lemma 16 andg = (1−V)h that

〈 f ,F (B)g〉 = 〈 f ,F (B)h〉− 〈 f ,F (B)Vh〉 = 〈 f ,F (B)h〉− 〈 f ,VF (B)h〉

=
∫ 2π

0
d
〈

f ,Fφ F (B)h
〉
−
∫ 2π

0
eiφ d

〈
f ,Fφ F (B)h

〉

=

∫ 2π

0

(
1−eiφ)d

〈
f ,Fφ F (B)h

〉

and sinceFφF (B) = F ((0,φ ])F (B) = F ((0,φ ]∩B) [17], this becomes

〈 f ,F (B)g〉 =

∫

B

(
1−eiφ)d

〈
f ,Fφ h

〉
= ν f ,h (B) .

Substituting this into equation 2.2 then gives

〈 f ,Ag〉 =

∫ 2π

0

(
−cot

φ
2

)
dν f ,h ((0,φ ]) =

∫ 2π

0

(
−cot

φ
2

)
d〈 f ,F ((0,φ ])g〉

=

∫ 2π

0

(
−cot

φ
2

)
d
〈

f ,Fφ g
〉

=

∫

R

λd〈 f ,Eλ g〉

where we make the substitutionλ = −cot(φ/2) soEλ = F−2cot−1 λ = Fφ .
This is the spectral decomposition of an arbitrary self-adjoint operator. The spectral func-

tion Eλ is clearly unique sinceFφ is unique and may be increasing on the entire real axis. It
is also apparent that this theorem only guarantees that the decomposition holds in the weak
topology. We cannot expect the corresponding decomposition to hold for an unbounded self-
adjoint operator in the uniform topology since any partial sum must necessarily have finite
operator norm (being a linear combination of projectors). Uniform convergence is however
achieved for bounded self-adjoint operators [42].

2.3 Functional Calculus

When proving the spectral theorem for unitary operators we defined polynomial functions of
operators and extended this idea to the set of functionsT which are pointwise limits of mono-
tonically decreasing sequences of trigonometric polynomials. One immediate advantage of
having a spectral decomposition at hand is that it enables usto extend this idea again and dis-
cuss a much larger range of functions of operators. In fact, we shall also find it necessary
to discuss functions of several operators. When these operator functions exist and have the
desired properties is discussed below.

2.3.1 Compatible Operators

Let us suppose that we have two self-adjoint operatorsA1 and A2 with spectral measures
EA1 (B1) andEA2 (B2) respectively. We say thatA1 andA2 arecompatibleif the observables
that they correspond to may be simultaneously measured to arbitrary accuracy. The Heisenberg
Uncertainty Principle and its generalisations ([4] or [46]) state that this simultaneous measure-
ment of observables is only possible if the operators corresponding to the observables com-
mute. That is,A1 andA2 arecompatible iff A1 andA2 commute. Therefore, Heisenberg’s
Uncertainty Principle states that the position and momentum operators (section 3.2) are incom-
patible. However, we must be careful when defining the commutant of unbounded self-adjoint
operators as the operatorA1A2−A2A1 may only be defined on{0} . An alternative definition
which reduces to the usual one for bounded operators [38] is thatA1 andA2 commute if their
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spectral measures commute. IfEA1 (B1) andEA2 (B2) commute thenEA1 (B1)EA2 (B2) is also
a projector-valued function onR2 and it is not hard to see that this also meets the requirements
of a spectral measure. Just asEA1 (B1) is associated with the operatorA1, it is natural to as-
sociate the spectral measureEA1 (B1)EA2 (B2) with functions ofA1 andA2. The point is that
the theory we shall outline below only allows us to define functions of compatible operators.
We cannot define a spectral measure for functions of incompatible operators as we have done
above because thenEA1 (B1)EA2 (B2) may not be projector-valued.

2.3.2 Functions of Compatible Operators

Let us suppose that we have two compatible self-adjoint operatorsA1 and A2 with spectral
measuresEA1 (B1) andEA2 (B2) respectively. We shall denote byE (B) the spectral measure
on R

2, E (B1×B2) = EA1 (B1)EA2 (B2) . If p(λ1,λ2) is a measurable function onR2 which is
bounded byM say, then we can form the functional

φ ( f ,g) =
∫

R2
p(λ1,λ2)d

〈
f ,Eλ1,λ2

g
〉

whereEλ1,λ2
is the spectral function associated with the spectral measure E (B) . This func-

tional is defined for anyf ,g∈ H since
∫

R2
p(λ1,λ2)d

〈
f ,Eλ1,λ2

g
〉

6

∫

R2
Md
〈

f ,Eλ1,λ2
g
〉

= M 〈 f ,g〉

soφ is bounded. It is easily verified thatφ is a sesquilinear functional onH ×H . Hence we
can use the Riesz representation theorem to infer that thereexists a bounded operator which
we shall denote byp(A1,A2) satisfying

φ ( f ,g) = 〈 f , p(A1,A2)g〉 =

∫

R2
p(λ1,λ2)d

〈
f ,Eλ1,λ2

g
〉
.

Theorem 18 (The Functional Calculus)Let p(λ1,λ2) and q(λ1,λ2) be bounded measurable
functions onR2 and let A1 and A2 be self-adjoint operators. Then, for any c∈ C,

(cp) (A1,A2) = cp(A1,A2) ,

(p+q)(A1,A2) = p(A1,A2)+q(A1,A2) ,

p(A1,A2) = [p(A1,A2)]
†

and (pq) (A1,A2) = p(A1,A2)q(A1,A2) .

That is, this mapping from the set of bounded measurable functions to B(H ) is a∗-homomorphism.

The proof of this theorem is based on theorem 17 and the usual properties of integration
[42]. This theorem also proves that any two functions of the compatible operatorsA1 and
A2 must commute since the ordinary functions obviously commute. It is also clear that any
function of the operators must also commute with the spectral measure.

It is also possible to extend the functional calculus further to encompass unbounded func-
tions [42]. The only complication here is that because the functions themselves are unbounded,
the operator functions will be unbounded in operator norm. Hence, domain questions are a
nuisance.

Theorem 19 Let p(λ1,λ2) and q(λ1,λ2) be measurable functions onR2 and let A1 and A2 be
self-adjoint operators. Then, for any c∈ C,

(cp) (A1,A2) = cp(A1,A2) ,

(p+q)(A1,A2) ⊇ p(A1,A2)+q(A1,A2) ,

p(A1,A2) = [p(A1,A2)]
† if p(A1,A2) is densely defined,

(pq) (A1,A2) ⊇ p(A1,A2)q(A1,A2)

and (pn) (A1,A2) = [p(A1,A2)]
n for all integers n.

Furthermore, sincef ∈Dp(A1,A2) iff ‖p(A1,A2) f‖< ∞, we can write the domain ofp(A1,A2)

as the set off ∈ H such that
∫
R2 |p(λ1,λ2)|2d

〈
f ,Eλ1,λ2

f
〉

< ∞.
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2.4 The Spectrum and the Resolvent

We shall now define thespectrumof a (possibly unbounded) self-adjoint operatorA to be the
set ofλ ∈ R such thatA−λ has no bounded inverse. This definition is also valid for arbitrary
operators. The spectrum ofA shall be denoted byσ (A) . We say that an operatorA is bounded
below if there is anε > 0 such that‖A f‖ > ε ‖ f‖ for every f ∈ DA. Therefore,λ ∈ σ (A)
whenA−λ is not bounded below. In fact, for self-adjoint operators, this is the only way that
A−λ can have no bounded inverse [17].

So, givenλ ∈ σ (A) , A−λ is not bounded below so there exists a sequence of vectors( fn)
such that(A−λ ) fn → 0 but fn 9 0. We shall distinguish two cases. First, if there actually
exists anf 6= 0 such that(A−λ ) f = 0 then we say thatλ is in thepoint spectrumof A, denoted
by σp(A) . In this case,λ is aneigenvalueof A and sinceA−λ is not 1 : 1, its inverse does
not exist. Second, if there does not exist such anf thenA−λ is 1 : 1 so(A−λ )−1 does exist
(as a left inverse). However, then there exists a sequencegn = (A−λ ) fn such thatgn → 0 but
(A−λ )−1gn = fn 9 0. Thus,(A−λ )−1 is an unbounded operator andλ is said to be in the
continuous spectrumof A, denoted byσc(A) .

There is an equivalent definition for a self-adjoint operator A with spectral measureE (B)
[38] which is that the spectrum is the set:

σ (A) = {λ ∈ R : E ((λ −δ ,λ + ε)) 6= 0 ∀δ ,ε > 0} .

That is, the set of all valuesλ for which Eλ is increasing on any open interval containing
λ . The spectrum is then the support of the spectral measure. Thepoint spectrum and the
continuous spectrum are then defined as the sets

σp (A) = {λ ∈ R : E ({λ}) 6= 0} andσc (A) = σ (A)\σp (A) .

This definition, whilst not so elegant as the first (which is also more general), does facilitate
the physical interpretation of the spectrum of a self-adjoint operator.

The spectrum of a self-adjoint operators physically represents all the possible values that
one could get for the corresponding observable when making ameasurement of the system.
To see this, recall that the probability that a measurement of the observable corresponding toA
lies within a setB is given by‖Ψ‖−2〈Ψ,E (B)Ψ〉 whereΨ is the quantum state of the system
(section 1.2.6). Therefore, ifB∩σ (A) = ∅ then by the second definition, the probability that
the measurement is inB is zero.
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Chapter 3

The Operators of Quantum Theory

“A mathematician may say anything he pleases but a physicist must be at least
partially sane.”

J W Gibbs

3.1 The Fourier Transform Revisited

Let us now discuss the Fourier transform in more detail. For notational simplicity, we shall
work with just one dimension - the generalisations ton dimensions are immediate. Recall that
in section 1.2.4 we defined the Fourier transform of a rapidlydecreasing functionf ∈ S(R) by

f̂ (k) =
1√
2π

∫

R

f (x)e−ikxdx (3.1)

the inverse Fourier transform of̂f ∈ S(R) by

f (x) =
1√
2π

∫

R

f̂ (k)eikxdk (3.2)

and the Fourier operatorF onS(R) by F f = f̂ . We shall now extend this definition. It should
also be noted that for complete generality, we should define

f̂ (k) = (2πh̄)−1/2
∫

R

f (x)e−ikx/h̄dx

whereh̄ is Planck’s constant divided by 2π. However, it is common practice in theoretical
physics to work with units in which̄h = 1, thus simplifying the equations. This implicit as-
sumption of course validates our definition and brings it into line with the familiar mathematical
one.

Since anyf ∈ S(R) is bounded and decays rapidly,f must be square-integrable also. That
is, S(R)⊆ L2(R) . Furthermore, it is easy to see that all functions of the formp(x)e−αx2

, α >
0, are of rapid decrease. Since these include theHermite functionswhich form an orthonormal
basis ofL2(R) [27], we can conclude thatS(R) must be dense inL2(R) .

It is also well known that for anyf ∈ S(R) , Parseval’s equalityholds:
∫

R

| f (x)|2dx=
∫

R

∣∣∣ f̂ (k)
∣∣∣
2
dk.

In terms of theL2-norm, this is‖ f‖ =
∥∥∥ f̂
∥∥∥ = ‖F f‖ , so the Fourier operatorF is isometric

on S(R) . In fact, since the Fourier transform and the inverse Fouriertransform are indeed
inverses on the spaceS(R) [40], F mapsS(R) ontoS(R) . Therefore,F is unitary. ThusF is
bounded and densely defined and so may be uniquely extended (section 2.1.2) to an operator
defined on all ofL2 (R) which by continuity, must be isometric. This operator we shall denote
by UF . That this extension is in fact a unitary operator follows from the next lemma.
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Lemma 20 If W is dense in a Hilbert spaceH and its imageŴ = A(W) under an isometric
operator A is also dense inH , then A is unitary.

Proof. Choosef ∈ H so∃( fn) ⊆ Ŵ such thatfn → f . Now, sinceA is isometric, it is
1 : 1, so for everyfn, there is a uniquegn ∈W such thatfn = Agn. Also sinceA is isometric,gn

must also be convergent to someg∈ H and sinceA is continuous,f = Ag. HenceA is onto.

Thus, sinceF is unitary on the dense subspaceS(R) , UF is a unitary operator onL2(R) . It
also follows that the inverse Fourier transform can be extended toL2(R) and that its extension
isU−1

F . We note that for an arbitraryL2 function, the integral definition of the Fourier transform
may not be correct as the integral need not exist.

3.2 Coordinate Operators

3.2.1 The Position Operator

We have also already introduced the one-dimensional position operatorx and have claimed that
it represents the observable quantity of position of a particle, and must therefore be self-adjoint.
We will now justify this assertion. Recall that we definedx to be the multiplication operator
on L2(R) :

(x f) (x) = x f (x) , Dx =

{
f ∈ H :

∫

R

|x f (x)|2 dx< ∞
}

(see section 2.1.1). We immediately derive that

〈 f ,xg〉 =
∫

R

f (x)xg(x)dx=
∫

R

x f (x)g(x)dx= 〈x f,g〉

so x is symmetric. Thus, the Cayley transform ofx, V = (x− i)(x+ i)−1 is isometric from
Rx+i to Rx−i . However, givenf ∈ L2(R) , the functionsg± (x) = f (x)/(x± i) are square-
integrable:

∫

R

∣∣∣∣
f (x)
x± i

∣∣∣∣
2

dx6

∫

R

| f (x)|2dx< ∞

since|x± i|> 1 for x∈ R. Clearly(x± i)g± = f so f ∈ Rx±i . That is,Rx±i = L2(R) soV is
a unitary operator onL2(R) . Therefore,x must be self-adjoint by theorem 9.

Let us now investigate the spectrum of the position operator. The position operator has no
eigenvalues since

x f = λ f ⇒ ‖(x−λ ) f‖ = 0 ⇒
∫

R

|(x−λ ) f (x)|2dx= 0

⇒ |x−λ |2 f (x) = 0 ae ⇒ f (x) = 0 ae.

Hence the point spectrumσp (x) is empty.
However, in an extremely loose sense, theDirac delta functionsδ (x−λ ) can be thought

of as ‘eigenfunctions’ corresponding to the real eigenvalue λ since
∫

R

xδ (x−λ )dx= λ =

∫

R

λδ (x−λ )dx

in a distributional sense [25] (λ must be real so that it falls within the range of integration).
That is,xδ (x−λ ) = λδ (x−λ ). Following this intuitive idea then, we take for eachλ ∈ R

the sequence ofL2 functionsϕn(x) = nχ[λ ,λ+1/n] (x) (χA is the characteristic function of the set
A) which ‘approximate’ the delta functionδ (x−λ ) . Then,

‖(x−λ )ϕn‖2 = n2
∫ λ+1/n

λ
(x−λ )2 dx=

1
3n

→ 0 asn→ ∞.
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Therefore,(x−λ )ϕn → 0 butϕn 9 0 so the inverse operator(x−λ )−1 cannot be continuous
and is thus unbounded. By the discussion of section 2.4 then,λ ∈ σc(x) .

Therefore, the spectrum of the position operator is wholly continuous and consists of the
entire real axis. This corresponds to the intuitive idea that the position of a free particle in one
dimension may be anywhere and that the position is not discretised as say, the energy levels of
an atom are known to be.

We shall conclude our discussion of the position operator bynoting that if we use the
spectral theorem (theorem 17) to write

〈 f ,xg〉 =
∫

R

λd〈 f ,Eλ g〉

whereEλ is the spectral function associated withx, and use the functional calculus also, we
can derive that

〈 f ,E (B)g〉 =

∫

B
d〈 f ,Eλ g〉 =

∫

R

χB (λ )d〈 f ,Eλ g〉 = 〈 f ,χB (x)g〉 . (3.3)

That is, the projector-valued spectral measure associatedwith x, E (B) , is just multiplication
by the characteristic functionχB (x) .

3.2.2 The Momentum Operator

Let us now define the one-dimensional momentum operatorp by p= U−1
F xUF whereUF is the

Fourier operator acting onL2 (R) . That is, whereasx is a multiplication operator in coordinate
space,p is the corresponding multiplication operator in the Fourier domain, or what is generally
known in physics as momentum space. The domain ofp is therefore

Dp =

{
f :
∫

R

k2
∣∣∣ f̂ (k)

∣∣∣
2
dk< ∞

}
.

This is justified by noting that given anyf ∈ Dp,

(̂p f) = UF
(
U−1

F xUF f
)

= xf̂ ⇒ (̂p f)(k) = k f̂ (k) .

The symmetry ofp follows immediately from that ofx and the unitarity ofUF :

〈 f , pg〉 =
〈

f ,U−1
F xUFg

〉
= 〈UF f ,xUF g〉 = 〈xUF f ,UFg〉 =

〈
U−1

F xUF f ,g
〉

= 〈p f,g〉 ,

and it is easy to see thatp is densely defined sop† exists.
The representation of the momentum operator in coordinate space is also easily derived.

However, since the integral form for the Fourier operator does not hold for allL2 functions,
we must also restrict the momentum operator to achieve a nicerepresentation. Letf ∈ S(R).
Then,

(p f) (x) =
1√
2π

∫

R

k f̂ (k)eikxdk=
−i√
2π

∫

R

∂
∂x

(
f̂ (k)eikx

)
dk

= −i
∂
∂x

[
1√
2π

∫

R

f̂ (k)eikxdk

]
= −i

∂
∂x

f (x) (3.4)

where the interchange of integration and differentiation is justified by Leibniz’s rule and the
properties ofS(R) [36].

We can now easily show thatp is an unbounded operator. Let us defineϕn (x) =
√

ne−πn2x2/2

for each positive integern. Then,‖ϕn‖ = 1 for everyn andϕn ∈ S(R) . However,

‖pϕn‖2 =
∥∥ϕ ′

n

∥∥2
=

∫

R

∣∣ϕ ′
n(x)

∣∣2dx= π2n5
∫

R

x2e−πn2x2
dx=

πn2

2
.

Thus‖pϕn‖ → ∞ asn→ ∞ and sop is unbounded.
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We have already shown thatp⊆ p†. To see the converse, we use the relations [27]

(AB)† ⊇ B†A† ; A⊆ B ⇒ UA⊆UB,AU ⊆ BU

whereA, B andAB, are densely defined andU is unitary. Now,x = UF pU−1
F so x† = x =(

UF pU−1
F

)† ⊇ UF p†U−1
F . Since the Fourier operator and its inverse are unitary, we have

U−1
F xUF ⊇ p† which is justp⊇ p†. Thusp is self-adjoint.

To summarise then, we have now also shown that bothx andp are unbounded self-adjoint
operators inL2 (R) . With regards to the spectrum ofp, we recall from section 2.4 thatλ /∈
σ (p) iff p−λ has a bounded inverse. This is clearly equivalent to requiring thatUF (p−λ )U−1

F
has a bounded inverse which will be the case iffUF pU−1

F −λ = x−λ has a bounded inverse.
Thusσ (p) = σ (x) = R, the real line. In fact, the point spectrum is empty by a similar ar-
gument where the word bounded is removed, so the spectrum ofp is wholly continuous also.
As in the case of the position operator, we associate this result with the intuitive idea that mo-
menta are not discretised. Furthermore, ifEx

λ andEp
λ are the spectral functions ofx and p

respectively, then we also have the relation:

〈 f , pg〉 = 〈UF f ,xUFg〉 =

∫

R

λd
〈
UF f ,Ex

λUFg
〉

=

∫

R

λd
〈

f ,U−1
F Ex

λUFg
〉

soEp
λ = U−1

F Ex
λUF .

3.3 Energy Operators

3.3.1 The Kinetic Energy Operator

The kinetic energy of a non-relativistic particle of massm is classically related to the momen-
tum p of the particle byK = p2/2m. If we use units in which the mass of the particle is 1/2
(just as we choose units in which̄h = 1) then this is justK = p2. Analogously, the kinetic en-
ergy of a quantum system (withm= 1/2) is represented by the operatorH0 = p2, called thefree
Hamiltonianof the system. SinceH0 is a real-valued (unbounded) function of the self-adjoint
operatorp, H0 is also self-adjoint (and unbounded) by theorem 19. (thatH0 is densely defined
is clear and shown below). We also note that in momentum space, H0 is just multiplication by
k2 :

Ĥ0 f (k) = p̂p f (k) = kp̂ f (k) = k2 f̂ (k) .

The spectrum ofH0 must lie on the real axis and it is easy to see thatH0 = p2 = U−1
F x2UF .

Therefore by the discussion of the previous section, the spectra ofH0 andx2 are identical. It
is also easy to check thatx2 has no eigenvalues, soσp(H0) is empty.

Suppose thatλ < 0. If we choose anyϕ ∈ L2 (R) , then

∥∥(x2−λ
)

ϕ
∥∥2

=
∫

R

(
x2−λ

)2 |ϕ (x)|2 dx> λ 2
∫

R

|ϕ (x)|2dx= λ 2‖ϕ‖2

since
(
x2−λ

)
> |λ | . Thereforex2 − λ is bounded below so

(
x2−λ

)−1
is bounded above.

That is,x2−λ has a bounded inverse andλ /∈ σ (H0) .
However, ifλ > 0, we can take the sequenceϕn(x) =

√
nχ[

√
λ ,
√

λ+1/n] (x) , so that‖ϕn‖= 1

for all n but

∥∥(x2−λ
)

ϕn
∥∥2

= n
∫ √

λ+1/n

√
λ

(
x2−λ

)2
dx=

20λn2 +15
√

λn+3
15n4 → 0 asn→ ∞

so
(
x2−λ

)
ϕn → 0 butϕn 9 0. Therefore

(
x2−λ

)−1
is not continuous and soλ ∈ σc(H0) .

We have thus shown that the spectrum of the free Hamiltonian is purely continuous and
runs from 0 to∞. Physically, this allows the free (unbound) particle to takeany positive
energy, which is exactly what one expects.
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Now, recall that in coordinate space,p has the differential form−i∂/∂x on the functions
of rapid decreaseS(R) . However, we have no guarantee that this restriction ofp is self-
adjoint. But, we can conclude thatH0 = p2 has the form−∂ 2/∂x2 on S(R) and in fact, this
is the representation which is usually first encountered in elementary quantum theory. This
restricted operator is also not self-adjoint (although it is easy to check that it is symmetric).
What we now show is thatH0 is actually an extension of the operatorT = −∂ 2/∂x2 defined on
S(R) , just asp is an extension of the operator−i∂/∂x defined onS(R) .

Let f ∈ S(R) = DT be of rapid decrease. Then,̂H0 f (k) = k2 f̂ (k) is also of rapid decrease
so f ∈ DH0. ThusH0 is densely defined so self-adjoint as claimed above. Furthermore, using
the properties ofS(R) , we have

(T f)(x) =
−1√
2π

∂ 2

∂x2

∫

R

f̂ (k)eikxdx=
−i√
2π

∂
∂x

∫

R

k f̂ (k)eikxdx

=
1√
2π

∫

R

k2 f̂ (k)eikxdx= (H0 f ) (x)

soT ⊆ H0.
Furthermore, we can also show thatH0 is the closure ofT.

Lemma 21 The set(I +T)S(R) = { f : f = g+Tg for some g∈ S(R)} is dense in L2(R) .

Proof. Supposeh is orthogonal to(I +T)S(R) so
∫

R

ĥ(k)
(
1+k2) ĝ(k)dk= 0

for anyĝ∈S(R) . Then,̂h(k)
(
1+k2

)
must be orthogonal toS(R) , so by denseness,ĥ(k)

(
1+k2

)
=

0 ae, sôh(k) = 0 ae, soh = 0. Therefore,(I +T)S(R) must also be dense inL2 (R) .

Theorem 22 H0 is the closure of the differential operator T= − ∂ 2

∂x2 defined on S(R) .

Proof. Let f ∈ DH0. Then, since(I +T)S(R) is dense inL2(R), we can find agn ∈ S(R)
such that‖(I +H0) f − (I +T)gn‖< 1/n. SinceTgn = H0gn, this is equivalent to‖(I +H0) ( f −gn)‖<
1/n. Now, because

(
1+k2

)
> 1,

‖ f −gn‖2 =

∫

R

∣∣∣ f̂ (k)− ĝn(k)
∣∣∣
2
dk6

∫

R

(
1+k2)2

∣∣∣ f̂ (k)− ĝn(k)
∣∣∣
2
dk

= ‖(I +H0)( f −gn)‖2 <
1
n2 .

We also have

‖H0 f −Tgn‖2 = ‖H0( f −gn)‖2 =

∫

R

k4
∣∣∣ f̂ (k)− ĝn(k)

∣∣∣
2
dk

6

∫

R

(
1+k2)2

∣∣∣ f̂ (k)− ĝn(k)
∣∣∣
2
dk= ‖(I +H0)( f −gn)‖2 <

1
n2 .

Therefore,gn → f andTgn →H0 f . But,T is symmetric and thus has a closureT. By definition
then, f ∈ DT andTgn = Tgn → T f. By uniqueness of limits then,T f = H0 f for all f ∈ DH0

soH0 ⊆ T. Finally however,H0 is a self-adjoint, hence closed, extension ofT soH0 ⊇ T by
definition. That is,H0 = T.

It will be more convenient to work in three dimensions from here on with r = (x,y,z) ,
andk = (kx,ky,kz). This is because the results obtained in the following section are nownot
entirely independent of the dimension of the underlying field (Rn) and three dimensions are
what we really want to study. With this assumption, we need three position operators,x, y and
z, and three momentum operatorspx, py and pz corresponding to the three orthogonal spatial
directions. The kinetic energy operator is therefore defined to beH0 = p2

x + p2
y + p2

z and is an
extension of the negative Laplacian operator:

H0 ⊇−∇2 = − ∂ 2

∂x2 −
∂ 2

∂y2 −
∂ 2

∂z2 . (3.5)
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3.3.2 The Potential Energy Operator

The potential energy between two particles usually dependsupon the relative distance between
them. Consequently, we shall consider potential energy operators of the formV =V (r) . That

is, functions of the position operatorr = |r | =
(
x2 +y2+z2

)1/2
. The functional calculus then

ensures thatV is self-adjoint whenV (r) is real. However, the real interest lies with the total
energy - the sum of the kinetic and potential energies. The problem is that we cannot use the
functional calculus to conclude thatH0+V is self-adjoint onDH0∩DV becauseH0 is a function
of px, py andpz whereasV is a function ofx, y andz, but px andx are incompatible operators
(section 2.3.1) (as arepy andy, and pz andz). One way around this problem is to treatV as
a perturbationof the self-adjoint operatorH0. A reasonably simple method of arriving at the
desired conclusion utilises the concept ofrelative boundswhich we shall discuss below. We
will use this to show thatH0 +V is self-adjoint in the next section. Other more sophisticated
methods and more general perturbations are discussed at length in [2], [26] and [40].

Consider an operatorA. The operatorK is bounded relative to Aor A-boundedif DA ⊆DK

and there existsa,b > 0 such that‖K f‖ 6 a‖A f‖+b‖ f‖ for every f ∈ DA. The infimum of
all a such that there is ab satisfying this inequality is called theA-boundof K. We can easily
see that in the case whereK is bounded,DA ⊆ DK (which is the whole Hilbert space) and
‖K f‖ 6 0‖A f‖+ ‖K‖‖ f‖ . HenceK is A-bounded withA-bound 0. Not all potential energy
operators are bounded however (eg the Coulomb potential which has the formV (r) ∼ r−1).

Lemma 23 For every a> 0, there is a b> 0 such that‖ f‖∞ 6 a‖H0 f‖+ b‖ f‖ for every
f ∈ S

(
R

3
)
, where‖ f‖∞ = inf {C : | f (r)| 6 C ae} .

Proof. Let g(k) = 1+k2 = 1+k2
x +k2

y +k2
z, f ∈ S

(
R

3
)

andĥ(k) = n3 f̂ (nk) wheren > 0
is arbitrary. Recalling that‖·‖1 is theL1-norm (section 1.2.2), we have that

∥∥∥ĥ
∥∥∥

1
=
∥∥∥ f̂
∥∥∥

1
,

∥∥∥ĥ
∥∥∥= n3/2

∥∥∥ f̂
∥∥∥ ,

∥∥∥k2ĥ
∥∥∥= n−1/2

∥∥∥ f̂
∥∥∥

and
∥∥∥ĥ
∥∥∥

1
=
∥∥∥g−1

(
gĥ
)∥∥∥

1
6
∥∥g−1

∥∥
∥∥∥gĥ
∥∥∥6

∥∥g−1
∥∥
[∥∥∥ĥ
∥∥∥+

∥∥∥k2ĥ
∥∥∥
]
.

Therefore, since
∥∥g−1

∥∥= π,
∥∥∥ f̂
∥∥∥

1
=
∥∥∥ĥn

∥∥∥
1
6 π

[∥∥∥ĥn

∥∥∥+
∥∥∥k2ĥn

∥∥∥
]

= π
[
n3/2

∥∥∥ f̂
∥∥∥+n−1/2

∥∥∥k2 f̂
∥∥∥
]
.

Using the isometry of the Fourier transform operator and therelation

| f (r)| 6 1

(2π)3/2

∫

R3

∣∣∣ f̂ (k)eik·r
∣∣∣dk =

1

(2π)3/2

∥∥∥ f̂
∥∥∥

1
⇒ ‖ f‖∞ 6

1

(2π)3/2

∥∥∥ f̂
∥∥∥

1
,

we finally get

‖ f‖∞ 6
1√
8π

[
n−1/2‖H0 f‖+n3/2‖ f‖

]
.

Thus for anya = 1/
√

8nπ > 0, there is ab = n3/2/
√

8π = 1/
(
64π2a3

)
> 0 satisfying the

statement of the lemma.

Theorem 24 (Kato) Suppose that V= V (r) has the form V1 (r) +V2 (r) where V1 (r) is a
square-integrable function and V2 (r) is a bounded function. Then, V has H0-bound of0.

Proof. If f ∈ S
(
R

3
)

then

‖V f‖ 6 ‖V1 f‖+‖V2 f‖ 6 ‖V1 (r)‖‖ f‖∞ +‖V2 (r)‖∞ ‖ f‖ (3.6)

where‖V1 (r)‖ and‖V2 (r)‖∞ refer to the appropriate norms of the functionsV1 (r) andV2 (r) .
By lemma 23 however, for everya > 0 there is ab > 0 such that‖ f‖∞ 6 a‖H0 f‖+ b‖ f‖ .
Substitution into 3.6 then gives

‖V f‖ 6 ‖V1 (r)‖ [a‖H0 f‖+b‖ f‖]+‖V2 (r)‖∞ ‖ f‖
= {a‖V1 (r)‖}‖H0 f‖+{b+‖V2 (r)‖∞}‖ f‖ .
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Thus‖V f‖ is finite (and sof ∈ DV), andV hasH0-bound 0 onS
(
R

3
)
.

We now extend this result fromS
(
R

3
)

to DH0. Let g∈ DH0. By a similar argument to lemma
21, the setH0

[
S
(
R

3
)]

is also dense inL2
(
R

3
)

so we can take a sequence(gn) ⊆ S
(
R

3
)

such
thatgn → g and (using the fact thatH0 is closed)H0gn → H0g. Now, for everyα > 0 there is
a β > 0 such that

‖V (gn−gm)‖ 6 α ‖H0(gn−gm)‖+ β ‖(gn−gm)‖

soVgn is also convergent. But,V is self-adjoint hence closed. Henceg∈ DV andVgn →Vg.
Therefore,DH0 ⊆ DV . Finally, we also have

‖Vg‖ 6 ‖Vgn‖+‖V (g−gn)‖ 6 α ‖H0gn‖+ β ‖gn‖+‖V (g−gn)‖

so asn→ ∞, we get that for an arbitraryg∈ DH0 and everyα > 0 there is aβ > 0 such that

‖Vg‖ 6 α ‖H0g‖+ β ‖g‖ .

There is also an extension of this theorem [26] which establishes a similar result whenV is
the sum ofn potentials of the type discussed above. Then,V hasH0-bound 0 onS

(
R

3n
)
.

3.3.3 The Hamiltonian Operator

We are now in a position to define rigorously the total energy or Hamiltonian operator of a
quantum system. This is the operatorH = H0 +V, and is of course generally unbounded. To
prove that it is self-adjoint so that we may legitimately associate the observable quantity of
energy with it, we need the following lemma [20].

Lemma 25 (Spectral Radius)For any bounded operator A,

σ (A) ⊆ {λ ∈ C : |λ | 6 ‖A‖} .

Theorem 26 (Kato-Rellich) Suppose V has H0-bound0. Then, H= H0+V is self-adjoint on
DH = DH0.

Proof. Let us choose a realλ 6= 0. Then, sinceH0 is self-adjoint,±λ i /∈ σ (H0) so
(H0±λ i)−1 exists and is defined everywhere (RH0±λ i = L2

(
R

3
)
). It is clear that(H0±λ i)−1 f ∈

DH0 ⊆ DV for any f ∈ L2
(
R

3
)
, so for arbitrarily smalla > 0, there is ab > 0 such that

∥∥∥V (H0±λ i)−1 f
∥∥∥6 a

∥∥∥H0(H0±λ i)−1 f
∥∥∥+b

∥∥∥(H0±λ i)−1 f
∥∥∥ (3.7)

sinceV hasH0-bound 0. Using equation 2.1, we derive that

‖ f‖2 =
∥∥∥H0(H0±λ i)−1 f

∥∥∥
2
+ λ 2

∥∥∥(H0±λ i)−1 f
∥∥∥

2

and hence that

‖ f‖ >

∥∥∥H0(H0±λ i)−1 f
∥∥∥ and‖ f‖ > |λ |

∥∥∥(H0±λ i)−1 f
∥∥∥

for any f ∈ L2
(
R

3
)
. Substituting into equation 3.7, we have

∥∥∥V (H0±λ i)−1 f
∥∥∥6

(
a+

b
|λ |

)
‖ f‖ .

By choosinga < 1, we obtain
∥∥∥V (H0±λ i)−1 f

∥∥∥ < ‖ f‖ for |λ | sufficiently large. It follows

that for such aλ ,
∥∥∥V (H0±λ i)−1

∥∥∥ < 1 so by lemma 25,−1 /∈ σ
(
V (H0±λ i)−1

)
. Hence

25



V (H0±λ i)−1 + 1 has a bounded inverse soRV(H0±λ i)−1+1 = L2
(
R

3
)

= RH0±λ i . It follows
then that

R(V(H0±λ i)−1+1)(H0±λ i) = RV+H0±λ i = L2(
R

3) .

Now we know thatλ−1 (H0+V) is symmetric onDH0 so its Cayley transform,

U =
[
λ−1(H0+V)− i

][
λ−1(H0+V)+ i

]−1
= (V +H0−λ i)(V +H0+ λ i)−1

is isometric. But, we have just shown thatU is actually unitary for|λ | sufficiently large
(RV+H0±λ i = L2

(
R

3
)
) so λ−1(H0 +V) , and thereforeH = H0 +V, must be self-adjoint on

DH = DH0.
To illustrate this result, we shall take the Coulomb potential in three-dimensions which

takes the form (ignoring a few constants),V (r) = r−1. This potential may be written

V (r) =
χ (r)

r
+

1− χ (r)
r

whereχ (r) is the characteristic function of the set{r : r < 1} . Clearly, the second term is
bounded by 1 whereas the first term is square-integrable:

∫

R3

χ (r)
r

dr =

∫ 2π

0

∫ π

0

∫ 1

0

1
r

r2 sinθdrdθdφ = 4π
∫ 1

0
rdr < ∞.

Therefore by theorems 24 and 26,H = H0+V is a self-adjoint operator onDH0.
The concept of relative bounds is also very useful in studying other properties of the Hamil-

tonian operator. As an example, this can be used to prove thatthe spectrum ofH is bounded
below (asH0 is), showing that the theory demands the concept of a ground state energy. This
and other properties including the problem important in scattering theory of when the con-
tinuous spectrum ofH is the whole positive real axis (as it is forH0) are treated in [40] and
[26].

For a typical potential that we will be studying, the spectrum of H is continuous from 0 to
∞ and the point spectrum consists of negative eigenvalues which may have only 0 as a limit
point. We associate the bound states of the potential with the point spectrum (the energies of
the bound states being the eigenvalues) and we associate theunbound states with the continuous
spectrum. It is these unbound states which are important in scattering theory.
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Chapter 4

Two-Body Scattering Theory

“Rigorous proofs of dispersion relations are like breasts ona man, neither
useful nor ornamental.”

M L Goldberger

4.1 Revisiting the Schrödinger Equation

Recall the discussion of section 1.1.2. There we briefly discussed solving scattering problems
using the Schrödinger equation 1.1 (withh̄ = 1)

i
∂Ψ
∂ t

= HΨ

and also mentioned why this is generally not entirely satisfactory. We can now also see that
becauseH is unbounded and thus not defined on the whole Hilbert space, this equation cannot
be correct for all possibleΨ. In fact, this equation is essentially postulating that the operatorH
acts on some domain like the differential operatori∂/∂ t. However, it is possible to reformulate
thisdynamical law of motionso that it is applicable to allΨ. This therefore must be done with
the aid of aboundedoperator.

4.1.1 The Time-Evolution Operator

If we were to formally solve the Schrödinger equation (pretendingH is just a constant - we shall
assume throughout thatH does not depend on time explicitly), we would arrive at the solution
Ψ(t) = e−iHt Ψ(0) . We shall therefore refer toe−iHt as atime-evolution operator. Because

e−iλ te−iλ t = 1, we havee−iHt
(
e−iHt

)†
=
(
e−iHt

)†
e−iHt = I by the functional calculus. Thus

e−iHt is unitary hence bounded for eacht. Furthermore, ifH has spectral functionEλ then we
have 〈

f ,e−iHt g
〉

=
∫

R

e−iλ td〈 f ,Eλ g〉 ( f ,g∈ DH)

from which it follows thate−iHt = I whent = 0 ande−iHt1e−iHt2 = e−iH(t1+t2) by a simple appli-
cation of the extension principle for bounded operators. Reflection will show that this additivity
is what we expect of a time-evolution operator. We will now show thatΨ(t) = e−iHt Ψ(0) is a
generalisation of the Schrödinger equation by showing thatΨ(t) satisfies equation 1.1 when-
everΨ(0) ∈ DH .

Suppose thatΨ(0) ∈ DH . We know thate−iHt is unitary and commutes withEλ so

∥∥H
[
e−iHt Ψ(0)

]∥∥2
=
∫

R

λ 2d
∥∥Eλ

[
e−iHt Ψ(0)

]∥∥2
=
∫

R

λ 2d‖Eλ Ψ(0)‖2 = ‖HΨ(0)‖2 < ∞

and thusΨ(t) = e−iHt Ψ(0) ∈ DH . Therefore, we can write

i
∂
∂ t

[
e−iHt Ψ(0)

]
= i lim

h→0

e−iH(t+h) −e−iHt

h
Ψ(0) = i lim

h→0

e−iHh − I
h

e−iHt Ψ(0) . (4.1)
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Now, the identity limh→0 h−1
(
e−iλh−1

)
= −iλ is easily established and we also have

∥∥∥∥
(

e−iHh − I
h

+ iH

)
f

∥∥∥∥
2

=

∫

R

∣∣∣∣∣
e−iλh−1

h
+ iλ

∣∣∣∣∣

2

d‖Eλ f‖2

for any f ∈ DH . Since

∣∣∣∣∣
e−iλh−1

h
+ iλ

∣∣∣∣∣

2

=

∣∣∣∣e−iλh/2−i sin(λh/2)

h/2
+ iλ

∣∣∣∣
2

6

[∣∣∣∣
sin(λh/2)

h/2

∣∣∣∣+ |λ |
]2

6 4λ 2

is integrable with respect to the measure‖Eλ f‖2 (becausef ∈ DH), we get

lim
h→0

∥∥∥∥
(

e−iHh − I
h

+ iH

)
f

∥∥∥∥
2

= 0

using dominated convergence. Therefore,h−1
(
e−iHh − I

)
→ −iH strongly ash → 0, and

substituting back into 4.1 gives

i
∂
∂ t

[
e−iHt Ψ(0)

]
= i lim

h→0

e−iHh − I
h

e−iHt Ψ(0) = H
[
e−iHt Ψ(0)

]
.

As claimed then,Ψ(t) = e−iHt Ψ(0) satisfies the Schrödinger equation wheneverΨ(0) ∈ DH .

4.1.2 The Green’s Operators

Consider now the eigenvalue problem for the energy of the system. This requires us to solve
the time independent Schrödinger equation

HΨ = (H0 +V)Ψ = EΨ ⇒ (E−H0)Ψ = VΨ

whereE is the energy eigenvalue. In scattering, we generally know the energy of the system
but not the stateΨ. However, from this we might conclude that a knowledge of the inverse
operator(E−H0)

−1 may be useful for studyingΨ. To this end then, we introduce thefree
Green’s operator,

G0(E) = (E−H0)
−1 .

We note immediately that the free Green’s operator does not exist (section 2.4) whenE ∈
σp(H0) , and is unbounded (hence not everywhere defined) whenE ∈ σc (H0) . Therefore, we
shall only defineG0(E) for ImE 6= 0, ensuring boundedness.

Now, G0(E) operates in momentum space as a multiplication operator:

(G0(E)Ψ)ˆ (k) =
(
(E−H0)

−1Ψ
)ˆ

(k) =
(
E−k2)−1 Ψ̂(k) .

where we make that simplifying assumption thatm= 1/2. We can therefore Fourier transform(
E−k2

)−1Ψ̂(k) to determine the action ofG0(E) in coordinate space. If̂Ψ (k) ∈ S
(
R

3
)

then so is
(
E−k2

)−1Ψ̂(k) since
(
E−k2

)−1
is bounded for ImE 6= 0. Therefore, the integral

representation of the inverse Fourier transform is applicable (equation 3.2). The transform is
achieved using contour integration giving the result [8], [43]:

(G0(E)Ψ) (r) =
∫

R3
G0
(
r , r ′;E

)
Ψ
(
r ′
)

dr ′ (4.2)

whereG0(r , r ′;E) =
−1
4π

ei
√

E|r−r ′|

|r − r ′| and Im
√

E > 0.
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ThusG0(E) becomes anintegral operatoronS
(
R

3
)
. Thekernelof the operator,G0(r , r ′;E) ,

is called the free Green’s function. A quick calculation shows thatG0(r , r ′;E) is square inte-
grable in either (but not both)r or r ′ :

∫

R3

∣∣G0
(
r , r ′;E

)∣∣2 dr =
1

16π2

∫

R3

e−2Im
√

E|r−r ′|

|r − r ′|2
dr

=
1

16π2

∫

R3

e−2Im
√

E|u|

|u|2
du

=
1

4π

∫ ∞

0

e−2Im
√

Eu

u2 u2du=
1

8πIm
√

E
. (4.3)

We shall also introduce thefull Green’s operator G(E) = (E−H)−1 . This is also an integral
operator in the coordinate representation:

(G(E)Ψ) (r) =
∫

R3
G
(
r , r ′;E

)
Ψ
(
r ′
)

dr ′

with a kernelG(r , r ′;E) called thefull Green’s function, although we shall not prove this
until the next chapter. The full and free Green’s operators are however related by the second
resolvent identity which has the form [3]

G(E) = G0(E)+G0(E)VG(E) . (4.4)

4.2 Time Dependent Scattering Theory

4.2.1 The Asymptotic Condition

We are now in a position to formulate the two-body scatteringproblem. It is well known that
we can work in the centre of mass system where the two particlesystem can be described by the
relative motion vectorr . For convenience we will set thereduced mass m= m1m2/(m1 +m2)
to be 1/2. On a Hilbert space level, the two-particle system should be described by thetensor
product (see [4] or [29] for a discussion of tensor products) ofL2

(
R

3
)

andL2
(
R

3
)
, denoted

by L2
(
R

3
)
⊗L2

(
R

3
)
. Factoring out the centre of mass leaves the spaceL2

(
R

3
)
.

In the time-dependent model, we visualise a system which in the distant past and future is
free of any potentials (the particles are well separated hence non-interacting). We therefore
postulate that the real state of the systemΨ(t), must asymptotically approach free states,Ψin (t)
andΨout (t) . That is,

Ψ(t) → Ψin (t) ast →−∞ and Ψ(t) → Ψout (t) ast → +∞.

This is referred to as theasymptotic condition. That these asymptotic states are free suggests
that a time-evolution of such states be defined by

Ψas(t) = e−iH0tΨas(0) .

whereas refers toin or out. The real state is of course not free so it evolves under the full
Hamiltonian. With these assumptions, the asymptotic condition becomes

‖Ψ(t)−Ψas(t)‖ =
∥∥e−iHt Ψ(0)−e−iH0tΨas(0)

∥∥=
∥∥Ψ(0)−eiHt e−iH0tΨas(0)

∥∥→ 0. (4.5)

The quantum states which are relevant to scattering are thenjust those statesΨ = Ψ(0) for
which the asymptotic condition holds. Physically, we are trying to identify states of the system
for which the interaction between the particles is negligible in the distant past and future. This
requires the potential energy to decrease quickly as the particles separate. The key here is
decrease quickly - it turns out that for many potentials (including unfortunately the important
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Coulomb potential), the decrease is not fast enough and a modified asymptotic condition must
be introduced [3]. We shall discuss this briefly in section 4.5.

Nevertheless, assuming we have a quickly decreasing potential, we can define the scattering
states by introducing the sets

M± =

{
Ψ : lim

t→∓∞
eiHt e−iH0tΨ exists

}

R± =

{
Ψ± = lim

t→∓∞
eiHt e−iH0tΨ : Ψ ∈ M±

}
.

The reason for labellingM+ as the limit ast → −∞ and vice-versa is partly historical (and
rather annoying) and will become clearer later. It is easilychecked thatR+ ∩R− represent
all the actual states of the system which approach free states in the pastand in the future (the
scattering states), and thatM± represent all the possible asymptotic states.

4.2.2 The Scattering Operators

In scattering theory, we generally know the incoming asymptotic wavefunctionΨin (t) and
what we measure is related to the outgoing asymptotic wavefunction Ψout (t) . Therefore, we
are now going to define theMøller wave operatorswhich map the asymptotic states to the
actual ones (see figure 4.1).
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Figure 4.1: A time dependent view of a scattering experiment.

These are defined to be
Ω± = s− lim

t→∓∞
eiHt e−iH0tEM±

whereEM± are the projection operators ontoM± and ensures that the wave operators are defined
everywhere on the Hilbert space. The projection operators exist because theM± are closed
(as are theR±) [38]. AlthougheiHt ande−iH0t are unitary operators, theΩ± are in general not
unitary. However, it is easy to see thatΩ± mapsM± isometrically ontoR± andM⊥

± to {0} .
Such an operator is termed apartial isometry(these include as special cases, unitary, isometric
and projection operators, see [20] for a discusssion). It isnot hard to show that becauseΩ±
is partially isometric fromM± ontoR± (just as a unitary operator is isometric from the Hilbert
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space onto itself),Ω†
± is a partial isometry fromR± ontoM± which behaves somewhat like an

inverse. Specifically, we have thatΩ±Ω†
± = ER± andΩ†

±Ω± = EM± .
Another important property of the wave operators is that they satisfy theintertwining rela-

tions [3]:
Ω±EH0 (B) = EH (B)Ω± so Ω±H0Ψ = HΩ±Ψ ∀Ψ ∈ DH0 (4.6)

whereEH0 (B) andEH (B) are the spectral measures ofH0 andH respectively.
We will now define thescattering operator S= Ω†

−Ω+. To see why, we first establish
that S commutes with the free Hamiltonian. From the intertwining relations,Ω±EH0 (B) =
EH (B)Ω± soEH0 (B)Ω†

± = Ω†
±EH (B) so

EH0 (B)S= EH0 (B)Ω†
−Ω+ = Ω†

−EH (B)Ω+ = Ω†
−Ω+EH0 (B) = SEH0 (B) .

Now, for any Ψ ∈ R+ ∩R− (so both incoming and outgoing asymptotic states,Ψin (t) and
Ψout (t) exist), we haveΩ+Ψin (0) = Ψ(0) = Ω−Ψout (0) . Multiplying on the left byΩ†

− then
givesSΨin (0) = Ω†

−Ω+Ψin (0) = Ω†
−Ω−Ψout (0) = EM−Ψout (0) = Ψout (0) so

SΨin (t) = Se−iH0tΨin (0) = e−iH0tSΨin (0) = e−iH0tΨout (0) = Ψout (t) .

Thus,S takes an incoming state and maps it to the outgoing state. Since the incoming state is
usually known and the outgoing state is what we measure, we can see just how fundamental
the scattering operator is!

4.2.3 Asymptotic Completeness

There is also another condition that we would like a scattering theory to possess. A scattering
theory is calledasymptotically completeif the quantum states with incoming asymptotes are
precisely those with outgoing asymptotes, and that these states together with the bound states
(which obviously do not satisfy the asymptotic condition) span the entire Hilbert space. That
is, R+ = R− = RandR⊕B (whereB is the subspace spanned by the bound states) is the whole
Hilbert space. In physical terms, this means that the quantum states of the system have to be
either bound states or scattering states (or a superposition of the two). Asymptotic complete-
ness isextremelyhard to verify mathematically. For results concerning classes of potentials for
which asymptotic completeness holds in the above sense, see[3], [11] and [37]. [37] also gives
an example of a potential for which the Møller wave operatorsexist (as defined above) but do
not give rise to an asymptotically complete theory (R+ 6= R−). However, there are general
results proving that for any potential decaying faster thanr−1, there exists an asymptotically
complete (two-body) scattering theory (though not necessarily the one we are discussing, see
section 4.5) [23]. We shall therefore assume completeness hereafter.

An immediate consequence of asymptotic completeness is that sinceΩ+ mapsM+ to R
isometrically andΩ†

− mapsR to M− isometrically,S= Ω†
−Ω+ mapsM+ to M− isometrically.

In the case whereM+ = M− = M (so any state which represents an incoming asymptote can also
represent an outgoing asymptote and vice-versa - this is reasonable if the system is symmetric
under time-reversal), we see that the restriction ofS to M is unitary. Therefore, for every
incoming state, there is an outgoing state with the same norm. This means that the system
conserves probability - any particle going into the system must come out again somewhere. It
can be shown for instance, that ifV (r) is a square-integrable function thenM+ = M− is the
entire Hilbert space, and soS is unitary and probability is conserved [3].

We can also now see that the fact thatScommutes withH0 has the physical interpretation
that the scattering experiment conserves energy. This is easily seen by comparing the expec-
tation values (section 1.2.6) of the energies of the incoming and outgoing states. Since these
states are free, the relevant energy operator is the free Hamiltonian so we have:

〈Eout〉 = 〈Ψout,H0Ψout〉 = 〈SΨin (0) ,H0SΨin (0)〉
= 〈SΨin (0) ,SH0Ψin (0)〉 = 〈Ψin (0) ,H0Ψin (0)〉 = 〈Ein〉

using the unitarity ofS.
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4.3 Time Independent Scattering Theory

The time dependent theory discussed above does not correspond to the way that scattering the-
ory was originally formulated. Historically, the scattering states were treated as stationary
states just as bound states usually are, even though it is clear that in scattering the initial wave-
function and the final wavefunction are different. This is the time independent approach and
while it gives the correct answers, it was not clear why such atreatment worked. In a sense
then, the time dependent theory was developed in order to justify the time independent theory.
The time dependent theory however has the disadvantage thatit is not obvious how to actually
calculate theS operator. The time independent theory on the other hand, furnishes several
equations which are useful for calculation purposes. The scattering experiment depicted in
figure 1.1 is a time-independent model.

4.3.1 The Møller Wave Operators Again

We begin by defining operatorsΩ±ε (ε > 0) which are independent of time (t):

〈 f ,Ω−εg〉 = ε
∫ ∞

0
e−εt 〈 f ,eiHt e−iH0tg

〉
dt,

〈 f ,Ω+εg〉 = ε
∫ 0

−∞
eεt
〈

f ,eiHt e−iH0tg
〉

dt.

It is easy to show that the integrals on the right are continuous linear functionals so the
operatorsΩ±ε are well-defined with‖Ω±ε‖ 6 1.

As the symbol we have given them suggests, these operators are related to the Møller wave
operators. In fact we have [38] thatΩ± = w− lim

ε→0+
Ω±εEM± . Since‖Ω±ε‖ 6 1 however, we

can appeal to lemma 5 to conclude that convergence is strong also. That is,

Ω± = s− lim
ε→0+

Ω±εEM± . (4.7)

This is the time independent definition of the Møller wave operators. Hereε is just a
parameter with no physical meaning. We shall see its importance later.

We will also needΩ†
± in the next section. However, adjointing is not strongly continuous

[20] so we cannot immediately take the adjoint into the strong limit. But, adjointing is weakly
continuous [20] so we can write

Ω†
± = w− lim

ε→0+
EM±Ω†

±ε ⇒ Ω†
±ER± = w− lim

ε→0+
EM±Ω†

±εER±

since multiplication is separately weakly continuous. By definition, Ω†
±ER± = Ω†

± sinceΩ†
±

is a partial isometry fromR± to M± and we have
∥∥∥EM±Ω†

±εER± f
∥∥∥ 6

∥∥ER± f
∥∥ =

∥∥∥Ω†
±ER± f

∥∥∥ .

Thus, lemma 5 implies that

Ω†
± = Ω†

±ER± = s− lim
ε→0+

EM±Ω†
±εER±. (4.8)

4.3.2 The Hilbert Space Lippmann-Schwinger Equations

To continue we will need to considervector integrals. These generalise the usual functional
integration by allowing vector-valued integrands. Consider the definition ofΩ+ε :

〈 f ,Ω+εg〉 = ε
∫ 0

−∞
eεt 〈 f ,eiHt e−iH0tg

〉
dt.

We can think of this as the limit of a sequence of integral functionals which converge in the
weak topology. However, lemma 5 can again be used to infer that convergence is also strong.
To this end, we write

Ω+εg = ε
∫ 0

−∞
eεteiHt e−iH0tgdt
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where the vector integral is defined in a Riemann sense as the limit of partial sums. It can
be shown that many of the simple rules of integration carry over to this more general case. A
useful result concerning vector integrals is the following[3].

Lemma 27 Let A be self-adjoint and Imz6= 0. Then,

(z−A)−1 f = −i
∫ ∞

0
eizte−iAt f dt when Imz> 0,

and (z−A)−1 f = i
∫ 0

−∞
eizte−iAt f dt when Imz< 0.

Now, choose aδ > 0 and partition[−δ ,δ ] according to−δ = λ0 < λ ′
1 6 λ1 < .. . 6 λn−1 <

λ ′
n 6 λn = δ , letting ν = max|λn−λn−1| . Following [3], we approximateΩ+εg on [−δ ,δ ] by

Jνg = ε
∫ 0

−∞
eεteiHt

n

∑
k=1

e−iλ ′
kt
(

EH0
λk

−EH0
λk−1

)
gdt

where we have used a partial sum approximation of the spectral representation fore−iH0t :
∫

R3
e−iλ tdEH0

λ ≈
n

∑
k=1

e−iλ ′
kt
(

EH0
λk

−EH0
λk−1

)
.

We therefore have (sinceeiHt is unitary)
∥∥Ω+εEH0 ([−δ ,δ ])g−Jνg

∥∥

6 ε
∫ 0

−∞
eεt

∥∥∥∥∥e−iH0tEH0 ([−δ ,δ ])g−
n

∑
k=1

e−iλ ′
kt
(

EH0
λk

−EH0
λk−1

)
g

∥∥∥∥∥dt.

Now, the integrand is converging to 0 asν → 0+ and is dominated by 2eεt ‖g‖ since
∥∥∥∥∥

n

∑
k=1

e−iλ ′
kt
(

EH0
λk

−EH0
λk−1

)
g

∥∥∥∥∥

2

=
n

∑
k=1

∥∥∥
(

EH0
λk

−EH0
λk−1

)
g
∥∥∥

2
=
∥∥EH0 ([−δ ,δ ])g

∥∥2
6 ‖g‖2 .

Thus by dominated convergence,Jν → Ω+εEH0 ([−δ ,δ ]) strongly asν → 0+. But, using
lemma 27, we can rewriteJν as:

Jνg = ε
n

∑
k=1

∫ 0

−∞
ei(−λ ′

k−iε)teiHt
(

EH0
λk

−EH0
λk−1

)
gdt

= ε
n

∑
k=1

∫ ∞

0
ei(λ ′

k+iε)te−iHt
(

EH0
λk

−EH0
λk−1

)
gdt

= iε
n

∑
k=1

(
λ ′

k + iε −H
)−1
(

EH0
λk

−EH0
λk−1

)
g

= iε
n

∑
k=1

G
(
λ ′

k + iε
)(

EH0
λk

−EH0
λk−1

)
g

since ε > 0. This looks suspiciously like a partial sum approximation toan integral over
[−δ ,δ ] with an operator-valued integrand. Such an integral is often termed a spectral integral
and some of its properties are established in [3] and [38]. Wewrite therefore

Jν → iε
∫ δ

−δ
G(λ + iε)dEH0

λ strongly asν → 0+.

From this then, we have by uniqueness of limits:

Ω+ε = s− lim
δ→∞

Ω+εEH0 ([−δ ,δ ]) = s− lim
δ→∞

iε
∫ δ

−δ
G(λ + iε)dEH0

λ

= iε
∫ ∞

−∞
G(λ + iε)dEH0

λ

33



where the improper integral is defined as the strong limit of proper ones.
A similar derivation givesΩ−ε = −iε

∫ ∞
−∞ G(λ − iε)dEH0

λ . Using equation 4.7, we get the
characterisation:

Ω± = s− lim
ε→0+

± iε
[∫

R3
G(λ ± iε)dEH0

λ

]
EM± . (4.9)

We can now derive a most fundamental equation forΩ± with the help of the following lemma
[38].

Lemma 28 If A is self-adjoint with spectral function EAλ and if H(λ ) is a uniformly bounded
operator valued function ofλ then

∫

R3
H (λ ) (A−λ )dEA

λ = 0.

We write

±iεG(λ ± iε) = ±iε (λ ± iε −H)−1 =
±iε

λ ± iε −H

=
(λ ± iε −H)+ (H −λ )

λ ± iε −H
= I +

H −λ
λ ± iε −H

which holds rigorously (no domain questions) since the operator functions are in each case
bounded (ε > 0). Therefore, we have using lemma 28,

Ω± = s− lim
ε→0+

[∫

R3
I +G(λ ± iε)(H −λ )dEH0

λ

]
EM±

= EM± +s− lim
ε→0+

[∫

R3
G(λ ± iε)(H −H0)dEH0

λ

]
EM±

⇒ Ω± = EM± +s− lim
ε→0+

[∫

R3
G(λ ± iε)VdEH0

λ

]
EM± . (4.10)

Applying this to an asymptotic statef ∈ M±, we finally then get thesolution-type Lippmann
Schwinger equations in Hilbert space:

f± = f +s− lim
ε→0+

[∫

R3
G(λ ± iε)VdEH0

λ

]
f . (4.11)

We see that this equation gives the actual states of the system f± = Ω± f in terms of the asymp-
totic statef , the potentialV, the spectral function ofH0, and the full Green’s operatorG(λ ± iε)
which is unknown. Recalling thatG(E) = (E−H)−1 whereE represents the energy of the
system, we also see that the role of theε is that of animaginaryenergy in the Green’s operator.
Taking the limit as the energy becomes real from above will thus give f+ which corresponds
to treating f as an incoming state. Taking the limit as the energy becomes real from below
corresponds to treatingf as an outgoing state.

Reflecting on this derivation, however, we can see that when introducing partitions and
defining the approximating operatorJν , we could very well have chosen to approximate the
functioneiHt : ∫

R3
eiλ tdEH

λ ≈
n

∑
k=1

eiλ ′
kt
(

EH
λk
−EH

λk−1

)
.

Instead of derivingΩ±ε =±iε
[∫

R3 G(λ ± iε)dEH0
λ

]
, then, we would find (respecting the non-

commutativity of operator multiplication):

Ω±ε = ∓iε
∫

R3

[
dEH

λ
]
{G0(λ ∓ iε)}
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where the Green’s operator is still being integrated but in the approximating partial sums, the
spectral functions are pre-multiplied. We can however derive [38] that

Ω†
±ε = ±iε

∫

R3
G0(λ ± iε)dEH

λ = I −
∫

R3
G0(λ ± iε)(λ −H0)dEH

λ

= I −
∫

R3
G0 (λ ± iε)VdEH

λ

⇒ Ω†
± = E

ε→0+M±
s− limΩ†

±εER±

= EM±ER± −EM±s− lim
ε→0+

[∫

R3
G0(λ ± iε)VdEH

λ

]
ER±. (4.12)

Therefore, assuming thatM± is the whole Hilbert space and applying this tof± = Ω± f ∈ R±,
so thatΩ†

± f± = f , we have

f = f±−s− lim
ε→0+

[∫

R3
G0(λ ± iε)VdEH

λ

]
f±

⇒ f± = f +s− lim
ε→0+

[∫

R3
G0(λ ± iε)VdEH

λ

]
f± (4.13)

which are theLippmann-Schwinger equations in Hilbert space. With these equations, it is the
spectral function ofH which is not generally known.

4.3.3 Eigenfunction Expansions

We are again going to discuss the (three dimensional) Fourier transform and specifically the
function

φk (r) =
1

(2π)3/2
eik·r ,

which we introduced as the free plane wave in section 1.2.4.φk (r) can be thought of as
an eigenfunctionof the free HamiltonianH0 in that H0 ⊇ −∇2 (in three dimensions) and
−∇2φk (r) = k2φk (r). Becauseφk (r) is not square-integrable, it is of course not an eigen-
vector. In fact, we know thatH0 has no point spectrum and hence no eigenvectors (section
3.3.1). However, it is reasonable to associateφk (r) with the pointk2 of the continuous spec-
trum of H0 (which is non-negative) because we can construct a sequenceof square-integrable
functions which ‘approximate’φk (r) in some sense and which showk2 to be in the continuous
spectrum (much as we did in section 3.2.1 for the position operator).

The inverse Fourier transform onS
(
R

3
)

can be written as

f (r) =
∫

R3
f̂ (k)φk (r)dr

For comparison we recall (section 1.2.1) that given any orthonormal basis{en} of L2
(
R

3
)
, we

can expand anyf as in equation 1.2:

f (r) =
∞

∑
n=1

〈en, f 〉en(r) .

We now see that the inverse Fourier transform can be thought of as an expansion of the function
f (r) in terms of theφk (r) and with weightingŝf (k) . This is a simple example of what is called
aneigenfunction expansion.

A fundamental problem in scattering theory is showing that the eigenfunctions of the full
HamiltonianH ⊇ −∇2 +V (r) , which may be associated with the continuous spectrum, have
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a similar eigenfunction expansion property. Namely, theseeigenfunctions, calleddistorted
plane wavesand denoted byφ±

k (r) , satisfy

f± (r) = (Ω± f ) (r) =

∫

R3
f̂ (k)φ±

k (r)dk (4.14)

for every f ∈ M± ∩S
(
R

3
)
. We shall not justify this expansion. Proofs under conditions on

V (r) may be found in [3], [38] or [41].
We will use these particular eigenfunction expansions to rewrite the time independent op-

erator equations in terms of the eigenfunctionsφk (r) andφ±
k (r) . These will not only be more

amenable to solution than their Hilbert space counterpartsbut it turns out that the quantities
of interest are more directly related to the eigenfunctionsthan the actual quantum states. We
shall elaborate on this later.

There is one more property of the free plane waves that we need. Recalling thatH0 = p2 =
p2

x + p2
y + p2

z wherepx, py andpz are the three momentum operators, and equation 3.3 we have
for any setB⊆ R

3,

[
EH0 (B) f

]ˆ
(k) = [χB (H0) f ]ˆ (k) =

[
χB
(
p2) f

]ˆ
(k)

=
[
χ√

B (p) f
]ˆ

(k) = χ√
B (k) f̂ (k)

whereχ are characteristic functions and
√

B=
{
(λ1,λ2,λ3) :

(
λ 2

1 ,λ 2
2 ,λ 2

3

)
∈ B
}

. Inverting the
Fourier transform, we get

[
EH0 (B) f

]
(r) =

∫

R3
χ√

B (k) f̂ (k)φk (r)dk =

∫
√

B
f̂ (k)φk (r)dk. (4.15)

We can show something similar for distorted plane waves using the intertwining relations
(equation 4.6):

[
EH (B) f±

]
(r) =

[
EH (B)Ω± f

]
(r) =

[
Ω±EH0 (B) f

]
(r) =

[
EH0 (B) f

]
± (r) .

Thus, the eigenfunction expansion for distorted plane waves gives

[
EH (B) f±

]
(r) =

∫

R3

[
EH0 (B) f

]ˆ
(k)φ±

k (r)dk (4.16)

=

∫

R3
χ√

B (k) f̂ (k)φ±
k (r)dk =

∫
√

B
f̂ (k)φ±

k (r)dk.

4.3.4 The Lippmann-Schwinger Equations

We will illustrate the technique of eigenfunction expansions by decomposing the Hilbert space
Lippmann-Schwinger equations (4.13)

f± = f +s− lim
ε→0+

[∫

R3
G0(λ ± iε)VdEH

λ

]
f±

into equations for the distorted plane wavesφ±
k (r) . Let f ∈ S

(
R

3
)
. Expandingf±− f gives

( f±− f )(r) =

∫

R3
f̂ (k)

[
φ±

k (r)−φk (r)
]
dk.

To tackle the spectral integral on the right, we introduce a partial sum approximation and
restrict the integration range to a finite three dimensionalinterval which we shall denote by
I = [a1,b1]×.[a2,b2]× [a3,b3] . Let us partition each[am,bm] into am = λ (m)

0 < λ (m)′
1 6 λ (m)

1 <

.. . 6 λ (m)
n−1 < λ (m)′

n 6 λ (m)
n = bm, (m= 1,2,3) with ν = maxm,n

∣∣∣λ (m)
n −λ (m)

n−1

∣∣∣ . If we let Λ j =
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(
λ (1)

j ,λ (2)
j ,λ (3)

j

)
for j = 1, . . .n andλ j =

∣∣Λ j
∣∣ , then

[∫ b

a
G0(λ ± iε)VdEH

λ f±

]
(r)

= lim
ν→0+

n

∑
j=1

[
G0
(
λ ′

j ± iε
)
V
(

EH
Λ j
−EH

Λ j−1

)
f±
]
(r)

= lim
ν→0+

n

∑
j=1

∫

R3
G0
(
r , r ′;λ ′

j ± iε
)[

V
(

EH
Λ j
−EH

Λ j−1

)
f±
](

r ′
)

dr ′

= lim
ν→0+

n

∑
j=1

∫

R3
G0
(
r , r ′;λ ′

j ± iε
)
V
(
r ′
)[(

EH
Λ j
−EH

Λ j−1

)
f±
](

r ′
)

dr ′

= lim
ν→0+

n

∑
j=1

∫

R3
G0
(
r , r ′;λ ′

j ± iε
)
V
(
r ′
)[∫

√
B

f̂ (k)φ±
k

(
r ′
)

dk
]

dr ′

= lim
ν→0+

n

∑
j=1

∫
√

B
f̂ (k)

[∫

R3
G0
(
r , r ′;λ ′

j ± iε
)
V
(
r ′
)

φ±
k

(
r ′
)

dr ′
]

dk

= lim
ν→0+

∫ b

a
f̂ (k)

[∫

R3
G0
(
r , r ′;λ ′

j ± iε
)
V
(
r ′
)

φ±
k

(
r ′
)

dr ′
]

dk

=

∫ b

a
f̂ (k)

[∫

R3
G0
(
r , r ′;k2± iε

)
V
(
r ′
)

φ±
k

(
r ′
)

dr ′
]

dk

where
√

B is the set
{

k : λ j−1 < k2 6 λ j
}

and we have used equation 4.16. We have also
applied Fubini’s theorem and dominated convergence and thefact that as the partition size
vanishes,λ j−1 < k2 6 λ j andλ j−1 < λ ′

j 6 λ j imply thatλ ′
j → k2.

Now, it should be clear that these steps can only be justified for certain potentials. To
invoke Fubini’s theorem, the integrand must be integrable (theorem 2). Thek integration is
no trouble aŝf (k) is of rapid decrease and theφ±

k (r ′) are uniformly bounded. Ther ′ integra-
tion is also finitefor square-integrable potentialssince theφ±

k (r ′) are uniformly bounded and
‖G0V‖1 6 ‖G0 (r ′)‖‖V (r ′)‖ < ∞. Therefore, to justify this derivation, we do require condi-
tions on the potential. Square-integrability will do. A similar argument shows that the same
condition on the potential also guarantees that we can applydominated convergence.

Taking limits asa→−∞ andb→ ∞ then gives
[∫

R3
G0 (λ ± iε)VdEH

λ f±

]
(r) =

∫

R3
f̂ (k)

[∫

R3
G0
(
r , r ′;k2± iε

)
V
(
r ′
)

φ±
k

(
r ′
)

dr ′
]

dk

so substituting into the Hilbert space Lippmann-Schwingerequations gives

∫

R3
f̂ (k)

[
φ±

k (r)−φk (r)
]
dk

= lim
ε→0+

∫

R3
f̂ (k)

[∫

R3
G0
(
r , r ′;k2± iε

)
V
(
r ′
)

φ±
k

(
r ′
)

dr ′
]

dk.

Since f̂ is arbitrary in a dense subspace ofL2
(
R

3
)
, it follows that the functional relation

φ±
k (r) = φk (r)+ lim

ε→0+

∫

R3
G0
(
r , r ′;k2± iε

)
V
(
r ′
)

φ±
k

(
r ′
)

dr ′ (4.17)

holds almost everywhere [38]. These are theLippmann-Schwinger equationsfor the distorted
plane waves, and whilst they do not give theφ±

k (r) explicitly, they do provide a means of
calculatingφ±

k (r) from the known functionsφk (r) , G0
(
r , r ′;k2± iε

)
andV (r ′) . This last

process is sometimes calledextracting the kernel equation.
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4.3.5 Another Approach

Consider now the solution type Hilbert space Lippmann-Schwinger equations (4.11):

f± = f +s− lim
ε→0+

[∫

R3
G(λ ± iε)VdEH0

λ

]
f .

By making an eigenfunction expansion, and extracting the kernels, we arrive at thesolution
type Lippmann-Schwinger equations:

φ±
k (r) = φk (r)+ lim

ε→0+

∫

R3
G
(
r , r ′;k2± iε

)
V
(
r ′
)

φk
(
r ′
)

dr ′. (4.18)

These equations give the distorted plane wavesφ±
k (r) explicitly unlike the original Lippmann-

Schwinger equations. However, they do involve the full Green’s function G
(
r , r ′;k2± iε

)

which is in general unknown. We do however have a relationship between the full and free
Green’s operators, namely the second resolvent equation (4.4):

G(E) = G0(E)+G0(E)VG(E) .

We can expand this equation by applying it to a functionf ∈S
(
R

3
)

and then extract the kernels
just as we did in the previous section. We will not however have to make any eigenfunction
expansions this time. We have

{[G(E)−G0(E)] f}(r) =

∫

R3

[
G
(
r , r ′;E

)
−G0

(
r , r ′;E

)]
f
(
r ′
)

dr ′

and

[G0(E)VG(E) f ] (r) =

∫

R3
G0
(
r , r ′′;E

)
[VG(E) f ]

(
r ′′
)

dr ′′

=

∫

R3
G0
(
r , r ′′;E

)
V
(
r ′′
)
[G(E) f ]

(
r ′′
)

dr ′′

=
∫

R3
G0
(
r , r ′′;E

)
V
(
r ′′
)[∫

R3
G
(
r ′′, r ′;E

)
f
(
r ′
)

dr ′
]

dr ′′

=

∫

R3
f
(
r ′
)[∫

R3
G0
(
r , r ′′;E

)
V
(
r ′′
)

G
(
r ′′, r ′;E

)
dr ′′
]

dr ′.

Extraction of this equation gives

G
(
r , r ′;E

)
= G0

(
r , r ′;E

)
+
∫

R3
G0
(
r , r ′′;E

)
V
(
r ′′
)

G
(
r ′′, r ′;E

)
dr ′′ (4.19)

to solve forG(r , r ′;E). Again, in the derivation we interchanged the order of integration. To
justify this, (Fubini’s theorem), we must suppose that the integrand was integrable. However,
the integrand involves the unknownG(r ′′, r ′;E) , so it is therefore necessary to assume that this
step is justified and later make sure thatG(r ′′, r ′;E) does have the property we require of it.

4.3.6 The Transition Operator and the On-Shell T-Matrix

Let us now backtrack into Hilbert space again. Recalling thediscussion that led to the Hilbert
space Lippmann-Schwinger equations, we derived equation 4.12

Ω†
± = EM±ER± −EM±s− lim

ε→0+

[∫

R3
G0 (λ ± iε)VdEH

λ

]
ER±.

This yields a time independent expression for the scattering operatorS= Ω†
−Ω+ by noting that

Ω†
+Ω+ = I assumingM± = L2

(
R

3
)
. Assuming asymptotic completeness also (R+ = R−), we

have:

S− I =
(

Ω†
−−Ω†

+

)
Ω+

=

(
s− lim

ε→0+

[∫

R3
{G0(λ + iε)−G0(λ − iε)}VdEH

λ

]
ER+

)
Ω+.
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SinceΩ+ mapsM+ = L2
(
R

3
)

to R+, we have the relationER+Ω+ = Ω+. Using this and the
intertwining relations then (equation 4.6) gives

S− I = s− lim
ε→0+

[∫

R3

{
1

λ + iε −H0
− 1

λ − iε −H0

}
VdEH

λ

]
Ω+

= s− lim
ε→0+

∫

R3

−2iε
(λ −H0)

2 + ε2
VΩ+dEH0

λ

⇒ S= I −s− lim
ε→0+

∫

R3

2iε
(λ −H0)

2 + ε2
VΩ+dEH0

λ . (4.20)

Remembering the important relationSΨin = Ψout (section 4.2.2), this equation asserts that the
scattering phenomenon may be decomposed into two parts: a part wherein nothing changes
(modelled by the identity operator) and a part wherein the complicated scattering process oc-
curs (modelled by the spectral integral in the above equation). In physical terms, the action
of the scattering operator on an incoming asymptote gives the original incoming wave,un-
scatteredby the potential, superposed with a complicated wave which represents the actual
scattering phenomenon. Since we are actually interested inthe scattered wave, we separate
this term out by introducing thetransition operatordefined by

T =
I −S
2π i

(the factor of 2π i is just for convenience).
The transition operator therefore corresponds to the process wherein the incoming and

outgoing states are quite different - that is, the system hasundergone a transition. We have the
following characterisation:

T = s− lim
ε→0+

1
2π i

∫

R3

2iε
(λ −H0)

2 + ε2
VΩ+dEH0

λ . (4.21)

Let us now apply the method of eigenfunction expansions to this equation in the momentum
representation. Letf ∈ S

(
R

3
)
. Approximating the spectral integral as before (section 4.3.4)

and making eigenfunction expansions result in the following relation:

[∫

R3

2iε
(λ −H0)

2 + ε2
VΩ+dEH0

λ f

]ˆ

(k)

=

∫

R3

2iε
(k′2−k2)2 + ε2

[∫

R3
φk (r)V (r)φ+

k′ (r)dr
]

f̂
(
k ′)dk ′

where we have assumedV (r)∈ L1
(
R

3
)
, so we may apply Fubini’s theorem. For convenience,

we define theT-matrixby

t
(
k,k ′)=

∫

R3
φk (r)V (r)φ+

k′ (r)dr . (4.22)

Then the transition operator has the following action in momentum space:

(T f)ˆ (k) = lim
ε→0+

∫

R3

ε

π
[
(k′2−k2)2 + ε2

] t
(
k,k ′) f̂

(
k ′)dk ′.

The name T-matrix refers to the fact that in the Dirac notation, t (k,k ′) is written 〈k|T |k ′〉
which would give the entries of theT operator in matrix form if we treated|k ′〉 and 〈k| as
orthonormal bases.

Now, it is well known that the functions(ε/π)
(
x2 + ε2

)−1
‘approximate’ a Dirac delta

function asε → 0+. In fact, this can be rigorously justified [37], [14] so we havethe result
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(T f)ˆ (k) =

∫

R3
δ
(
k′2−k2) t

(
k,k ′) f̂

(
k ′)dk ′. (4.23)

Thus we have the result that the transition operator is (almost) an integral operator in mo-
mentum space. Its kernel however, contains a delta function. The effect of this delta function
is to restrict the values the T-matrixt (k,k ′) take in the integration to those for whichk′2 = k2.
Becausek2 is just the energy of the system, this means that the energiesare the same so the
only contribution to the integral comes from T-matrix elements which conserve energy! For
this reason, these T-matrix elements are referred to ason the energy shellor as theon-shell
T-matrix.

4.3.7 Theτ Operators and the Off-Shell T-Matrix

There is a third equivalent formulation which can be used to solve the scattering problem.
Using a similar method to that used to derive the Hilbert space Lippmann-Schwinger equations
in section 4.3.2, the following equation for the transtition operator may be derived [3]:

T = s− lim
ε→0+

s− lim
η→0+

∫

R3

ε

π
[
(λ −H0)

2 + ε2
] [V +VG(λ + iη)V]dEH0

λ . (4.24)

Comparing this with the form of the transition operator derived in the last section, we note that

this contains the same operator(ε/π)
[
(λ −H0)

2 + ε2
]−1

which produced the delta function

in the eigenfunction expansion. However, the operatorV +VG(λ + iη)V, might by the same
reasoning give rise to something like the T-matrix but without the delta function. We will see
in the next chapter that it is very convenient to have integral operators with ‘smooth’ kernels
(that is, without delta functions). Therefore we define the operators

τ (E) = V +VG(E)V (4.25)

whenever ImE 6= 0 and assume that theτ operators are integral operators in momentum space:

[τ (E) f ]ˆ (k) =
∫

R3
τ
(
k,k ′;E

)
f̂
(
k ′)dk ′.

This assertion can be proven similarly to the case of the fullGreen’s operatorG(E) , which
will be proven in section 5.2.2.

Now, if we proceed as usual with the eigenfunction expansionof equation 4.24 with these
assumptions, we get

(T f)ˆ (k) = lim
ε→0+

lim
η→0+

∫

R3

ε

π
[
(k′2−k2)2 + ε2

]τ
(
k,k ′;k′2 + iη

)
f̂
(
k ′)dk ′.

Comparing with the result of the last section then, and assuming thatτ
(
k,k ′;k′2 + iη

)
is such

that theη-limit may be brought into the integral, we see that

t
(
k,k ′)= lim

η→0+
τ
(
k,k ′;k′2 + iη

)
. (4.26)

The functionsτ
(
k,k ′;k′2 + iη

)
are sometimes referred to as theoff-shell T-matrixfor not only

do they not conserve energy but they are also defined for complex energies through the param-
eterk′2+ iη . These functions may be calculated by performing an eigenfunction expansion on
equation 4.25 if the full Green’s function is known. Generally however, we can proceed as
follows.

Using the second resolvent equation, we have

G(E)V = G0(E)V +G0(E)VG(E)V = G0(E)[V +VG(E)V] = G0(E)τ (E)

⇒ τ (E) = V +VG0 (E)τ (E) . (4.27)
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An eigenfunction expansion of this equation gives

τ
(
k,k ′;E

)
= V̂

(
k −k ′)+

∫

R3

V̂ (k −k ′′)
E−k′′2

τ
(
k ′′,k ′;E

)
dk ′′ (4.28)

whereV̂ (k −k ′) =
∫
R3 φk (r)V (r)φk′ (r)dr is the Fourier transform of the potentialV (r) . This

is again an integral equation which must be solved to give theoff-shell T-matrix.

4.4 Summary and Goal

We now finally make the important link back to experiment. Recalling the discussion of
section 1.1.2, we suppose that in our scattering experimentwe have a beam of particles being
fired at a target. Specifically, we assume that the beam has an approximately uniform density
of particles. Letρ be the cross-sectional density of particles in the beam (that is, the number
of particles per unit area in the plane perpendicular to the beam). If we have a small detector
far from the target which counts the number of particles,n, that emerge within a small solid
angle∆Ω then the interesting quantity measured by the detector is

n
ρ∆Ω

.

In the limit as∆Ω vanishes, this defines what is called thedifferential cross-section

dσ
dΩ

= lim
∆Ω→0+

n
ρ∆Ω

.

It should be clear that for very small detectors which are faraway from the scattering target,
the detector’s measurement should be a very good approximation to dσ/dΩ. The quantityσ ,
defined by integrating over all solid angles:

σ =
∫

Ω

dσ
dΩ

dΩ

is known as thecross-section. Generally the cross-section and the differential cross-section
are dependent on the momentum of the incoming beam of particles.

What needs to be calculated in a theoretical analysis of a scattering problem then, is the
differential cross-section. It is well known and shown in any text on scattering theory (eg [46],
[45]) thatdσ/dΩ is directly related to theon-shellT-matrix by

dσ
dΩ

= 4π4
∣∣t
(
k,k ′)∣∣2 ;

(
k = k′

)
(4.29)

although [41] claim that the argument is partially heuristic.
Recalling that we have defined the T-matrix by (4.22)

t
(
k,k ′)=

∫

R3
φk (r)V (r)φ+

k′ (r)dr ,

we can calculatet (k,k ′) and hencedσ/dΩ by calculatingφ+
k (r) using the Lippmann-Schwinger

equation (4.17):

φ+
k (r) = φk (r)+ lim

ε→0+

∫

R3
G0
(
r , r ′;k2 + iε

)
V
(
r ′
)

φ+
k

(
r ′
)

dr ′

which is an integral equation. Alternatively, we can use thesecond resolvent equation (4.19):

G
(
r , r ′;E

)
= G0

(
r , r ′;E

)
+

∫

R3
G0
(
r , r ′′;E

)
V
(
r ′′
)

G
(
r ′′, r ′;E

)
dr ′′,
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another integral equation, to calculate the full Green’s function G(r , r ′;E) and then substitute
into the solution type Lippmann-Schwinger equation (4.18):

φ+
k (r) = φk (r)+ lim

ε→0+

∫

R3
G
(
r , r ′;k2 + iε

)
V
(
r ′
)

φk
(
r ′
)

dr ′.

A third option is to solve for the off-shell T-matrixτ (k,k ′;λ ) using another integral equation
(4.28):

τ
(
k,k ′;E

)
= V̂

(
k −k ′)+

∫

R3

V̂ (k −k ′′)
E−k′′2

τ
(
k ′′,k ′;E

)
dk ′′

and then calculate the T-matrix immediately by taking limits (4.26):

t
(
k,k ′)= lim

ε→0+
τ
(
k,k ′;k′2 + iε

)
.

4.5 The Coulomb Potential

We recall that in deriving the above equations rigorously (and without undue fuss), we have
had to make some restrictive assumptions on the potential energy operator. Specifically, we
have had to assume thatV (r) was integrable and square-integrable overR

3. However, these
assumptions exclude the important case of the Coulomb potential between charged particles
which has essentially the form

V (r) =
γ
r

(γ is a constant of proportionality representing the strengthof the interaction) and is thus neither
integrable or square-integrable. The Coulomb potential isan example of the class of long-
range potentials for which the interaction is still significant at large separations.

There are two methods of resolving this problem. The first is to realise that in a real
scattering experiment, there are never just two particles.In reality, there are other charged par-
ticles which have the effect of shielding the Coulomb interactions. This effectively means that
the interaction between two particles becomes effectivelyzero very quickly as they separate.
Mathematically, we can replace the constantγ with a functionγ (r) which agrees withγ when
r is small but which decays rapidly to zero asr increases. Then the potential is integrable and
square-integrable so the equations of this chapter become valid.

The second method is more rigorous and is based on the observation that the asymptotic
condition we gave (equation 4.5) is stricter than necessary. In an experiment, one can only
measure observable quantities (corresponding to self-adjoint operators), not the actual wave-
function itself. Therefore, we should only claim that a quantum state is converging asymp-
totically if the expectation values of the relevant observables (momentum, angular momentum,
spin, etc...) are converging. Obviously if the wavefunction is asymptotically converging then
all the expectation values must converge also, but the converse is not necessarily true! It may
thus be possible to define aweakerasymptotic condition which allows one to rigorously work
with long-range potentials.

This approach was successfully pioneered by Dollard. Because the time independent
Schrödinger equation may be solved explicitly for the Coulomb potential, the asymptotic form
of the wavefunction can be found (see [35]) and this suggeststhe form that amodified wave op-
eratorshould take. Dollard introduced the following modified waveoperators for the Coulomb
case:

Ω± = s− lim
t→∓∞

eiHt e−i[H0t+γ ln(4H0t)/(2
√

H0)] = s− lim
t→∓∞

eiHt e−iγ ln(4H0t)/(2
√

H0)e−iH0t

and also showed that with these operators, the scattering problem for a Coulomb potential
becomes asymptotically complete [3]. The time independenttheory can then be formulated
accordingly and equations similar to the Lippmann-Schwinger equations can be derived [38].
Discussions of the Coulomb case and general long-range potentials can be found in [3], [35],
[38] and [41].
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Chapter 5

Three-Body Scattering Theory

“Any formal manipulations that are not obviously wrong are assumed to be
correct.”

M L Goldberger and K Watson

5.1 Outline

5.1.1 Channels

The scattering experiment where three particles are involved is a more complicated, and there-
fore more interesting, affair. A familiar example of such anexperiment is the scattering of an
electron off a hydrogen atom. A generalisation of this is when a particle, which we shall call
particle 1, scatters off a bound state of two particles, labelled 2 and 3. The bound state will
be denoted by(2,3) . The complications in three-body scattering arise because there are now
different possibilities for the products of the scatteringreaction. In the two-body case, the only
reaction possible is the following:

1 + 2 → 1 + 2

wherein the first particle scatters of the second and they both separate. Such a reaction is known
aselastic scatteringas the total kinetic energy of the system is conserved. In a three-body
experiment, however, it is also possible for the bound state(2,3) to be raised to an excited state
(2,3)∗ so the kinetic energy of the system is not conserved in the reaction. This is known as
inelastic scattering, and can occur if the energy of particle 1 is sufficiently high. We also have
the possibility that, if the energy is higher still, the bound state may be raised to a continuum
state 2+3 which effectively breaks particles 2 and 3 apart. This is called ionisation. Finally,
we have the possibility that the incoming particle 1 may ”pick up” particle 2 so that the final
state is a bound state(1,2) with particle 3 free. This is termedrearrangement. Summarising
then, in our example of a three-body scattering experiment,there are four possible types of
reactions:

1 + (2,3) → 1 + (2,3) (elastic scattering)

1 + (2,3) → 1 + (2,3)∗ (inelastic scattering)

1 + (2,3) → 1 + 2 + 3 (ionisation)

1 + (2,3) → (1,2) + 3 (rearrangement)

each of which can occur if energetically possible.
Each of these possibilities is termed a reactionchanneland correspond to a different out-

come to the same scattering experiment. Of course, being a quantum system, we should expect
the final state of a scattering experiment to be some superposition of all these possibilities, so
each channel has a certain probability or likelihood associated with it. We shall see shortly
that the two-body scattering theory (which is a one channel theory) discussed in the last chapter

43



is easily generalised to accomodate the extra complications that thismulti-channel scattering
introduces. As before, we shall be primarily concerned withpotentials which decay rapidly,
again excluding the Coulomb potential. However, it is stillpossible to modify the theory (as
noted in section 4.5) so that this important case can still betreated (see [12]).

5.1.2 Channel Operators

We shall assume that the potential energy operator of the quantum system has the form

V (r1, r2, r3) = V1 (|r2− r3|)+V2(|r1− r3|)+V3(|r1− r2|) (5.1)

wherer1, r2, and r3 are the position operators for particles 1,2, and 3 respectively. This is
therefore just the sum of the possible two-body potentials (it is of course possible to include
more general terms [45]).Vi then represents the interaction between particlesj andk (i 6= j 6=
k). We now introduce thechannel Hamiltoniansdefined by

Hi = H0 +Vi

for i = 1,2,3 (H0 = p2
1/2m1 + p2

2/2m2 + p2
3/2m3 as usual wherepi is the momentum operator

of particle i andmi is its mass). If we consider a channel in which particle 1 and the bound
state(2,3) move freely, then the Hamiltonian becomesH1 = H0 +V1 for large separations,
sinceV2 andV3 decay rapidly. We will call this channel-1. Similarly, H2 represents the
”asymptotic Hamiltonian” for channel-2 in which particle 2is free and(1,3) is bound, etc...
For an ionisation channel where all three particles are free, the corresponding Hamiltonian is
of course just the free HamiltonianH0. This will therefore be denoted by channel-0.

We expect that theasymptotic statescorresponding to channel-α to evolve in time accord-
ing to

Ψα (t) = e−iHα tΨα (0)

whereΨα (t) is an asymptotic state for which there exists a stateΨ(t) obeying the following
asymptotic condition:

‖Ψα (t)−Ψ(t)‖ → 0 ast →±∞.

Proceeding as in section 4.2.2, we define

Mα
± =

{
f : s− lim

t→∓∞
eiHt e−iHα t f exists

}

which are the asymptotic states corresponding to channel-α and are closed subspaces of the
Hilbert space. We thus define the channel wave operators

Ωα
± = s− lim

t→∓∞
eiHt e−iHα tEMα

±

whereEMα
± are the projection operators ontoMα

±. These are partial isometries which obviously
share the same properties as the two-body wave operators.

We now define the analogue of the scattering operator. Since asystem in an initial channel
does not have to end up in the same channel, there will exist a scattering operator for every
possible combination. Thus, for every incoming channelα and outgoing channelβ , there is a
scattering operator

Sβα =
(

Ωβ
−
)†

Ωα
+ (5.2)

which is such thatSβα Ψα (t) = Ψβ (t) for all asymptotic statesΨα (t) ∈ Mα
+ andΨβ (t) ∈ Mβ

−
[38].

It is also clear that the time independent definition of the wave operators given in section
4.3.1 can also be generalised to

Ωα
+ = s− lim

ε→0+
ε
∫ 0

−∞
eεteiHt e−iHα tEMα

+
dt

and Ωα
− = s− lim

ε→0+
ε
∫ ∞

0
e−εteiHt e−iHα tEMα

−dt
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and that the proof given there that the time independent and dependent definitions are equiva-
lent can be trivially modified to cover this generalisation.Hence, the time independent theory
proceeds as before (see [38]). Problems only arise at the eigenfunction expansion stage when
we need to apply Fubini’s theorem and dominated convergenceto extract the kernel equations
(section 4.3.4). To do this rigorously, we required the potential to be square-integrable. Un-
fortunately, this is not true in the three-body case. In fact, because each term of the potential
is a function of only two particle coordinates, they cannot be square-integrable in the third
coordinate.

It is customary in the physical literature to ignore these irritating technicalities however and
assume that the kernel equations are correct (see [35] or [45]) and this view does have some
experimental support. These kernel equations are then similar to the Lippmann-Schwinger
equations we derived in the last chapter. However, we shall see shortly (after tidying up
some of the two body theory) that even if these three body Lippmann-Schwinger equations
are correct, they are not entirely satisfactory for calculating the wavefunction or T-matrix and
hence the differential cross-sections.

5.2 Why Three-Body Scattering Theory is So Hard!

We now wish to examine the equations of scattering theory that we derived in the last chapter.
Specifically, we shall be looking at the question of whether or not these equations are actually
suitable for determining the quantities of interest. By this we mean, do the equations of scat-
tering theory actually have solutions and if they do, are thesolutions unique? Of course from
a physical point of view, the answer to both these questions had better be yes, for otherwise
these equations are not going to be of much use to us! The pointof an integral equation for-
mulation is that the boundary conditions required are implicitly incorporated. If our equations
have many solutions then we would have to explicitly apply boundary conditions (which we
may not know!) to determine the correct solution. However, with numerical approximations,
uniqueness of solution is vital because we have no way of knowing if the solution we have cal-
culated is correct or is it just a ‘mish-mash’ of many possible solutions. We shall see shortly
that these questions can be answered for two-body scattering theory affirmatively using the
Fredholm theoryof integral equations.

5.2.1 Compact Operators and Fredholm Theory

We recall that each of the equations we derived to solve the two-body scattering problem was
an integral equation. In fact, each had the particular form

f (x) = g(x)+
∫

K (x,y) f (y)dy (5.3)

where f (x) was the unknown function. An equation of this kind in the variablex is known as
anintegral equation of the second kindwith dummy variabley. The functionsg(x) andK (x,y)
are known as thefree termand thekernel respectively. Fredholm theory provides sufficient
conditions for an equation of this type to have a unique solution. To discuss this however, we
shall need to introduce the concept of a compact operator.

There are many equivalent definitions of a compact operator (also known as acompletely
continuous operator). We shall say that an operatorK acting on a Hilbert space iscompact
if given any sequence of vectors( fn) which are bounded (supn‖ fn‖ < ∞), the sequence(K fn)
has a convergent subsequence. An important spectral property of compact operators is the
following [27]:

Theorem 29 If K is a compact operator andλ ∈ σ (K) for anyλ 6= 0, thenλ ∈ σp (K) . That
is, any non-zero value of the spectrum of K is an eigenvalue.
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Let us now reconsider equation 5.3. If we are working in the Hilbert spaceL2(Rn) so
f (x) andg(x) can be treated as vectors of this space then we may rewrite this equation in the
abstract form

f = g+K f

whereK is an integral operator (not necessarily self-adjoint) defined by

(K f ) (x) =
∫

K (x,y) f (y)dy.

This equation is easily seen to have the unique solution

f = (I −K)−1g

(whereI is the identity operator) if(I −K)−1 exists andg∈ D(I−K)−1. Recalling section 2.4,
we note that the first condition will be satisfied if 1/∈ σp (K) and the second condition is only
relevant if 1∈ σc(K) . This is where compactness comes in. If the operatorK is compact,
then by theorem 29, 1∈ σ (K) implies that 1∈ σp(K) so we do not need to worry about the
second condition. Therefore, ifK is compact, then our integral equation has a unique solution
if 1 is not an eigenvalue ofK. Furthermore, standard Fredholm theory then gives an algorithm
for calculating the solution. This may be found in [6] or [44].

To prove that our scattering equations are actually worth solving then, it will be sufficient
to show that they involve a compact integral operator which does not have 1 as an eigenvalue.
Therefore, we need a test to determine if an integral operator is compact. The following
theorem gives a sufficient condition for showing this [39]:

Theorem 30 If an integral operator K on L2 (Rn) has a kernel K(x,y) which is square-integrable
(K (x,y) ∈ L2

(
R

2n
)
) then K is compact.

The class of compact operators which can be represented onL2(M,µ) for some measurable
spaceM with measureµ , as integral operators with square-integrable kernels is called the
Hilbert-Schmidt class. We shall also say that the kernelK (x,y) of an integral equation is
compact if the integral operator it induces is compact.

5.2.2 Tidying up the Two-Body Theory

We now show that the integral equations we derived in the lastchapter have the compactness
property we would like of them. Recall the second resolvent identity in kernel form (equation
4.19):

G
(
r , r ′;E

)
= G0

(
r , r ′;E

)
+

∫

R3
G0
(
r , r ′′;E

)
V
(
r ′′
)

G
(
r ′′, r ′;E

)
dr ′′.

If we treat the variabler ′ as a parameter then this equation is an integral equation in the variable
r with dummy variabler ′′ and kernelG0(r , r ′′;E)V (r ′′) . Since ImE 6= 0 (section 4.1.2), we
have by equation 4.3 thatG0(r , r ′;E) ∈ L2

(
R

3
)

for everyr ′ :

∫

R3

∣∣G0
(
r , r ′;E

)∣∣2 dr =
1

8πIm
√

E

and if V (r) ∈ L2
(
R

3
)

also (as we generally assumed in the last chapter), then the kernel is
square-integrable inL2

(
R

6
)

hence compact by theorem 30:

∫

R6

∣∣G0
(
r , r ′′;E

)
V
(
r ′′
)∣∣2drdr ′′ =

∫

R3

∣∣V
(
r ′′
)∣∣2
[∫

R3

∣∣G0
(
r , r ′′;E

)∣∣2dr
]

dr ′′

=
1

8πIm
√

E

∫

R3

∣∣V
(
r ′′
)∣∣2 dr ′′ < ∞.

Therefore, we may treat the second resolvent identity as an integral equation in the Hilbert
spaceL2

(
R

3
)

with a compact kernel. Thus,G(r , r ′;E) exists (inL2
(
R

3
)
) and is unique if 1
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is not an eigenvalue of the compact integral operatorG0(E)V. Let us suppose then that 1 is
an eigenvalue ofG0(E)V so there exists anf ∈ L2

(
R

3
)

such thatG0 (E)V f = f . This means
that

(E−H0)
−1V f = f ⇒ V f = (E−H0) f ⇒ (H0+V) f = E f ⇒ H f = E f

soE would be an eigenvalue of the Hamiltonian, contradicting the fact thatH is self-adjoint and
ImE 6= 0. Therefore 1 is not an eigenvalue ofG0(E)V soG(r , r ′;E) exists, is square-integrable
in r , and is unique.

In fact, using a little more Fredholm theory, it can be shown thatG(r , r ′;E) is symmetric
in r andr ′ :

G
(
r , r ′;E

)
= G

(
r ′, r ;E

)
(5.4)

just asG0(r , r ′;E) is [38]. Therefore we have
∫

R3

∣∣G
(
r , r ′;E

)∣∣2 dr =
∫

R3

∣∣G
(
r ′, r ;E

)∣∣2 dr ′=
∫

R3

∣∣G
(
r , r ′;E

)∣∣2dr ′

and since the first expression is a function ofr ′ but the last is a function ofr , it follows that both
are constant (independent of either variable). Using this result we can now finally justify the
use of Fubini’s theorem in interchanging the order of integration in the eigenfunction expansion
of the second resolvent equation (section 4.3.5). Recalling that we needed to show that the
integrand of the expression:

∫

R3
G0
(
r , r ′′;E

)
V
(
r ′′
)[∫

R3
G
(
r ′′, r ′;E

)
f
(
r ′
)

dr ′
]

dr ′′

was integrable inr ′ andr ′′ for any f ∈ S
(
R

3
)
, we can now see that

∫

R6

∣∣G0
(
r , r ′′;E

)
V
(
r ′′
)

G
(
r ′′, r ′;E

)
f
(
r ′
)∣∣dr ′dr ′′

6 ‖ f‖
∫

R3

∣∣G0
(
r , r ′′;E

)
V
(
r ′′
)∣∣
∫

R3

∣∣G
(
r ′′, r ′;E

)∣∣2dr ′dr ′′

6 ‖ f‖
∥∥G
(
r , r ′;E

)∥∥
∫

R3
G0
(
r , r ′′;E

)
V
(
r ′′
)

dr ′′

6 ‖ f‖
∥∥G
(
r , r ′;E

)∥∥∥∥G0
(
r , r ′;E

)∥∥‖V (r)‖ < ∞

where we have let‖G(r , r ′;E)‖2 =
∫
R3 |G(r , r ′;E)|2 dr and similarly forG0(r , r ′;E) .

This result then proves the claim we made in section 4.1.2 that the full Green’s operator was
an integral operator with kernelG(r , r ′;E) . The argument is not circular - we have assumed
that the full Green’s operatorG(E) is an integral operator with kernelG(r , r ′;E) that satisfies
certain properties (allowing us to use Fubini’s theorem). We have shown that if this is all true,
thenG(r , r ′;E) satisfies an integral equation of the second kind and that this equation admits a
solution with the right properties. Since there are no contradictions to be found, the solution
of our integral equationis the kernel ofG(E) which is thus an integral operator.

It is also possible to establish that equation 4.28 for the off-shell T-matrix:

τ
(
k,k ′;E

)
= V̂

(
k −k ′)+

∫

R3

V̂ (k −k ′′)
E−k′′2

τ
(
k ′′,k ′;E

)
dk ′′

is compact and that this equation has a unique solution usingFredholm theory. The details
may be found in [11].

5.2.3 A Problem with Computation

Let us now reflect. We have now proven that there is a unique solution to the kernel form
of the second resolvent equation. Therefore, by solving this equation and substituting into
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the solution type Lippmann Schwinger equations, we have thewavefunction and hence the
T-matrix. However, we recall that when substitutingG

(
r , r ′;k2 + iε

)
into the solution type

Lippmann-Schwinger equations, we have to take the limit asε → 0+. This is where the
computation becomes a bit sloppy. We should not, in general,expect to be able to solve the
second resolvent equation analytically so we are restricted to calculating approximate solutions
with a computer. But then, to calculate the wavefunction accurately, we must solve the second
resolvent equationmanytimes (for differentε) in order to take the limit asε → 0+. Clearly
it would be better if we could solve an equation wherein this limiting procedure was already
incorporated.

Recall the Lippmann-Schwinger equation (4.17):

φ+
k (r) = φk (r)+ lim

ε→0+

∫

R3
G0
(
r , r ′;k2 + iε

)
V
(
r ′
)

φ+
k

(
r ′
)

dr ′.

Let us now define theoutgoing free Green’s function:

G+
0

(
r , r ′;k2)= lim

ε→0+
G0
(
r , r ′;k2 + iε

)
=

−1
4π

eik|r−r ′|

|r − r ′|

for k real. Then, by taking the limit inside the integral, we have

φ+
k (r) = φk (r)+

∫

R3
G+

0

(
r , r ′;k2)V

(
r ′
)

φ+
k

(
r ′
)

dr ′. (5.5)

To rigorously justify this step, we must assume that the potential satisfies

∫

R3

|V (r ′)|
|r − r ′|dr ′ < ∞

so that dominated convergence may be applied. This will be the case, for instance, ifV (r) is
continuous everywhere and decays faster thanr−2.

For such potentials then, we now have a Lippmann-Schwinger equation for which theε-
limit has been absorbed and the energy parameter (k2) is real. However, the kernel of this
equation is not square-integrable asG+

0

(
r , r ′;k2

)
is clearly not square-integrable inr . In fact,

the free termφk (r) is not a vector fromL2
(
R

3
)

either so we cannot apply the Hilbert space
Fredholm theory discussed in section 5.2.1.

There is, however, a sneaky little trick first discovered byRollnikwhich allows us to rewrite
this equation with a compact kernel for a large class of potentials. We factorise the potential
as

V (r) = |V (r)|1/2 [V (r)]1/2

where [V (r)]1/2 = |V (r)|1/2 sgn[V (r)] (the sgn function preserves the sign ofV (r) every-
where). Inserting this factorisation into the Lippmann-Schwinger equation and multiplying
each side by[V (r)]1/2 gives

[V (r)]1/2 φ+
k (r)

= [V (r)]1/2 φk (r)+

∫

R3
[V (r)]1/2 G+

0

(
r , r ′;k2)∣∣V

(
r ′
)∣∣1/2[

V
(
r ′
)]1/2 φ+

k

(
r ′
)

dr ′

⇒ φ̃+
k (r) = φ̃k (r)+

∫

R3
[V (r)]1/2 G+

0

(
r , r ′;k2)∣∣V

(
r ′
)∣∣1/2 φ̃+

k

(
r ′
)

dr ′ (5.6)

where we have set̃φ+
k (r) = [V (r)]1/2 φ+

k (r) andφ̃k (r) = [V (r)]1/2 φk (r) .
For the class of potentials for whichV (r) is continuous and decays faster thanr−2, it is

easily checked that̃φ+
k (r) and φ̃k (r) are square-integrable. Furthermore, the kernel of this

equation is compact:

∫

R6

∣∣∣[V (r)]1/2G+
0

(
r , r ′;k2)∣∣V

(
r ′
)∣∣1/2

∣∣∣
2
drdr ′ =

1
16π2

∫

R6

|V (r)| |V (r ′)|
|r − r ′|2

drdr ′ < ∞
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for such potentials [3]. It can also be shown that the integral operator with kernel

[V (r)]1/2 G+
0

(
r , r ′;k2)∣∣V

(
r ′
)∣∣1/2

does not have 1 as an eigenvalue foralmost every k∈R (the set ofk for which 1 is an eigenvalue
has Lebesgue measure zero) [41]. Therefore, by restrictingthe potential as above, it can be
rigorously shown that the Lippmann-Schwinger equation with the limit implicitly incorporated
also provides a suitable method for calculating the wavefunction for a two-body scattering
process.

5.2.4 The Problem with Three Particles

We are now ready to discuss exactly why the three-body Lippmann-Schwinger equations that
we alluded to in section 5.1.2 are not suitable for computingthe wavefunction. For every
channelα , we have defined a channel HamiltonianHα = H0 +Vα which thus gives rise to a
channel Green’s operator:

Gα (E) = (E−Hα)−1

for ImE 6= 0. It seems reasonable to assume thatGα (E) is an integral operator:

[Gα (E) f ] (R) =

∫

R9
Gα
(
R,R′;E

)
f
(
R′)dR′

whereR = (r1, r2, r3) refers to the positions of the particles.
Let us suppose that the incoming asymptote of our scatteringexperiment is in a definite

channelα , and is described by the (known) wavefunctionφK (R;α) whereK =(k1,k2,k3)
refers to the momenta of the particles. For instance, in channel 1 where particle 1 is initially
free and 2 and 3 are bound, this wavefunction would have the form

φK (R;α) = φk1 (r1)χk2,k3 (r2, r3)

whereφk1 (r1) is a plane wave andχk2,k3 (r2, r3) is a bound state wavefunction for 2 and 3.
The actual wavefunction, denoted byφ+

K (R;α), would then obey the following Lippmann-
Schwinger equation [45] (for which interchanging the orderof integration in the eigenfunction
expansion isnot justified by Fubini’s theorem):

φ+
K (R;α) = φK (R;α)+

∫

R9
Gα
(
R,R′;E

)
Vα

(∣∣∣r ′β − r ′γ
∣∣∣
)

φ+
K

(
R′;α

)
dR′ (5.7)

where(α 6= β 6= γ) . As in the two-body case, it is only the free Green’s functionG0(R,R′;E)
which is known. To calculate the channel Green’s function,Gα (R,R′;E) , we must appeal to
another version of the second resolvent equation:

Gα (E) = G0(E)+G0(E)VαGα (E) (5.8)

which is in kernel form,

Gα
(
R,R′;E

)
= G0

(
R,R′;E

)
+
∫

R9
G0
(
R,R′′;E

)
Vα

(∣∣∣r ′β − r ′γ
∣∣∣
)

Gα
(
R′′,R′;E

)
dR′′ (5.9)

where again,(α 6= β 6= γ) . Now, it is immediately apparent that the kernel of this equation
cannot be square-integrable inrα andr ′α . Therefore, we cannot conclude that this three-body
second resolvent equation is compact. However, in contrastto the last section, we cannot use
a trick to rewrite this as a compact equation because the following theorem [35] asserts that
this equation is in fact,not compact. This is sometimes called the failure of the three-body
Lippmann-Schwinger equations.

Theorem 31 Suppose that A is a self-adjoint operator withσp(A) = ∅ (that is, with a purely
continuous spectrum). Then if K is a compact operator that commutes with A, K = 0, the zero
operator.
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Now, we know that

G0(E) = (E−H0)
−1 =

(
E− p2

1

2m1
− p2

2

2m2
− p2

3

2m3

)−1

soG0(E) is a function of, and hence commutes with, the momentum operator of particleα , pα
(by the functional calculus). Also, it is clear thatpα commutes withrβ for α 6= β (though not

for α = β of course) sopα commutes withVα = Vα

(∣∣∣r ′β − r ′γ
∣∣∣
)

. But, pα is self-adjoint and

has a purely continuous spectrum (section 3.2.2) so by theorem 31,G0(E)Vα is not a compact
operator. Therefore we have no guarantee that the three-body second resolvent equation has a
unique solution and hence any solution of this equation obtained numerically should be treated
as suspect.

5.3 The Faddeev Formulation

When three particles are being considered then, the equations of scattering theory are therefore
not entirely satisfactory for calculating the T-matrix or wavefunction. An alternative approach
which gives equations with unique solutions is needed. Suchan approach was first formulated
by Faddeevin the early sixties [9], [10] and his brilliant method also yielded the first rigorous
proof that the three-body problem was asymptotically complete. Since then, other formula-
tions along similar lines have been proposed, with varying degrees of success. Some of these
are discussed in [35] and [16]. Here we shall discuss the basic premises of the Faddeev formu-
lation. However, we will not be able to prove that the equations derived are compact for lack
of space. The rigorous proof can be found in [11].

5.3.1 Jacobi Coordinates

Recall that in two-body scattering, we worked in the centre of mass coordinate frame (section
4.2.1) which simplified the equations - instead of two variables r1 andr2, we only worked in
r (that this assumption does not affect the forms of the operators is discussed in [35], [38]).
We have not however, made this assumption yet in the three-body case. We do so now and
introduce the Jacobi coordinate systems which have been found to be extremely useful in three-
body scattering.

It is customary to use three different coordinate systems, each of two variables, to describe
the three-body problem. These shall be denoted byXα = (xα ,yα ) whereα = 1,2,3. The
origin is the centre of mass of the system and we define our Jacobi coordinates (following [15])
in terms of the particle positions by:

xα =

√
2mβ mγ

mβ +mγ

(
rβ − r γ

)
; yα =

√
2mα

(
mβ +mγ

)

mα +mβ +mγ

(
mβ rβ +mγr γ

mβ +mγ
− rα

)

whereα ,β andγ are distinct and refer to the three particles with respective massesmα ,mβ and
mγ . This defines one coordinate system for each particle. In eachcase (apart from normalising
constants),xα represents the relative vector between the other two particles andyα represents
the vector from the particle to the centre of mass of the othertwo. The three Jacobi coordinates
for the momentumPα = (pα ,qα) will be defined [11] by:

pα =
mγkβ −mβ kγ√

2mβ mγ
(
mβ +mγ

) ; qα =
mα
[
kβ +kγ

]
−
[
mβ +mγ

]
kα√

2mα
(
mβ +mγ

)(
mα +mβ +mγ

) .

Again,pα essentially represents the relative momentum between the other two particles whilst
qα represents the momentum of these particles relative to particle α . Of course, it should be
clear that each pair of coordinates may be expressed as a linear combination of any other pair
of coordinates.
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These coordinates, though somewhat complicated, are useful in three-body scattering be-
cause they simplify the potential energy operator:

V (r1, r2, r3) = V1 (x1)+V2(x2)+V3(x3)

wherexα = |xα | . The normalising constants are chosen so that the kinetic energy operator is:

H0 ⊇−∇2
x1
−∇2

y1
= −∇2

x2
−∇2

y2
= −∇2

x3
−∇2

y3

in the coordinate representation, and multiplication by the function:

H0(P) = p2
1 +q2

1 = p2
2 +q2

2 = p2
3 +q2

3

in the momentum representation.

5.3.2 Faddeev Equations for theτ-Operators

Recall that theτ-operators satisfied equation 4.27

τ (E) = V +VG0(E)τ (E) = V1 +V2+V3 +(V1 +V2 +V3)G0(E)τ (E) .

The operatorVG0 is not compact in the three-body case so this is not a suitableequation to
begin calculations with. The problem is essentially that each term in the potential is only
dependent on one variable (in Jacobi coordinates). Such terms are known in the physical
literature asdisconnected termsbecause in such a term, one of the particles does not interact-
it is not ‘connected’ with the other two. If we were to iteratethe equation for theτ-operators
however, we get

τ (E) = V1 +V2+V3 +(V1 +V2 +V3)G0(E)(V1 +V2 +V3)+

+(V1 +V2+V3)G0(E)(V1 +V2 +V3)G0(E)(V1 +V2 +V3)+ . . .

This equation still contains terms likeVαG0(E)Vα which are disconnected, but also contains
terms of the form ofVαG0(E)Vβ (β 6= α) which are connected and thus stand a ”better chance”
of being compact. The key to the Faddeev formulation is to separate the connected and dis-
connected terms in some way.

Following [11], we decomposeτ (E) into nine operators defined by

Tαβ (E) = δαβVα +VαG(E)Vβ ; α ,β = 1,2,3 (5.10)

whereδαβ = 1 if α = β andδαβ = 0 otherwise. We can treat these operators as analogues of
channelτ-operators as they correspond to processes in which the system is initially in channel
β and ends up in channelα .

These operators do in fact constitute a decomposition as claimed because

3

∑
α ,β=1

Tαβ (E) =
3

∑
α ,β=1

[
δαβVα +VαG(E)Vβ

]

=
3

∑
α=1

Vα +
3

∑
α=1

VαG(E)
3

∑
β=1

Vβ = V +VG(E)V = τ (E) .

Notice that this decomposition partially separates the connected and disconnected terms. All
of the disconnected terms are found in theTαα -operators (with some connected terms) whereas
the terms of theTαβ -operators (α 6= β ) are all connected.

Using the second resolvent identity on equation 5.10 gives

Tαβ (E) = δαβVα +Vα [G0(E)+G0(E)VG(E)]Vβ

= δαβVα +VαG0(E)
[
Vβ +VG(E)Vβ

]

= δαβVα +VαG0(E)
3

∑
γ=1

[
δγβVβ +VγG(E)Vβ

]

= δαβVα +VαG0(E)
3

∑
γ=1

Tγβ (E)
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so these operators satisfy a set of three coupled equations in α , for eachβ . The operator
VαG0(E) is not compact so this system is still unsatisfactory. However, this system of equa-
tions can be rearranged to give

[I −VαG0(E)]Tαβ (E) = δαβVα +VαG0(E) ∑
γ 6=α

Tγβ (E) . (5.11)

Now comes the sneaky part. We proceed to use the two-body problem to solve the three-body
problem. We define a two-bodyτ-operator for each channel, denoting them byτα (E) , which
acts as if particleα were not present. That is, it acts as if the other two particles constituted a
two-body scattering problem by themselves. Recalling thatin the Jacobi coordinates for parti-
cle α ,pα represents the relative momentum of the other two particles(that is, their momentum
if they were treated as a system of their own) whereasqα represents the momentum of this
“two-body system” relative to particleα , we define:

[τα (E) f ]ˆ (pα ,qα) =
∫

R3
τα
(
pα ,p′

α ;E−q2
α
)

f̂
(
p′

α ,qα
)

dp′
α

whereτα (pα ,p′
α ;E) is theuniquesolution of the two-body off-shell T-matrix equation (4.28):

τα
(
pα ,p′

α ;E
)

= V̂α
(
pα −p′

α
)
+

∫

R3

V̂α (pα −p′′
α)

E− p′′2α
τα
(
p′′

α ,p′
α ;E

)
dp′′

α .

We reduce the energy in the kernel of the defining equation byq2
α because this is exactly how

much kinetic energy we would be neglecting if we ignored particle α and considered the other
two particles as a two-body system. It also follows from thisreduction that

τα
(
pα ,p′

α ;E−q2
α
)

= V̂α
(
pα −p′

α
)
+

∫

R3

V̂α (pα −p′′
α)

E−q2
α − p′′2α

τα
(
p′′

α ,p′
α ;E−q2

α
)

dp′′
α

and hence that theτα -operators satisfy

τα (E) = Vα +VαG0(E)τα (E) = Vα + τα (E)G0 (E)Vα . (5.12)

We could not have usedthis relationship to uniquely define theτα -operators because the opera-
torVαG0(E) is not compact. Notice also that this equation shows that theτα -operators contain
exactly the disconnected terms of the decomposition of theτ-operator.

These operators are useful because

[I + τα (E)G0 (E)] [I −VαG0(E)]

= I −VαG0(E)+ τα (E)G0(E)− τα (E)G0(E)VαG0(E)

= I + τα (E)G0(E)− [Vα + τα (E)G0(E)Vα ]G0(E) = I

so by applyingI + τα (E)G0(E) to equation 5.11, we get

Tαβ (E) = δαβ [Vα + τα (E)G0(E)Vα ]+ [Vα + τα (E)G0 (E)Vα ]G0(E) ∑
γ 6=α

Tγβ (E)

⇒ Tαβ (E) = δαβ τα (E)+ τα (E)G0(E) ∑
γ 6=α

Tγβ (E) . (5.13)

These are theFaddeev equationsfor theTαβ -operators and are a set of three coupled equations
in α , for eachβ . In matrix form, these become (forβ = 1)




T11

T21

T31


=




τ1

0
0


+




0 τ1G0 τ1G0

τ2G0 0 τ2G0

τ3G0 τ3G0 0






T11

T21

T31
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(for β 6= 1, the first term on the right hand side isτβ in theβ -th entry and 0 elsewhere). Since
we generally begin a scattering experiment in a definite channel β rather than a superposition
of channels, we will lose no generality by defining new operators

T(α) =
3

∑
β=1

Tαβ

which obey theT(α)-operator Faddeev equations

T(α) = τα (E)+ τα (E)G0(E) ∑
γ 6=α

T(γ) (5.14)

derived by summing theTαβ -operator equations overβ . The matrix form of these equations is



T(1)

T(2)

T(3)


=




τ1

τ2

τ3


+




0 τ1G0 τ1G0

τ2G0 0 τ2G0

τ3G0 τ3G0 0






T(1)

T(2)

T(3)




so the only difference is in the first term. TheseT(α)-equations were first derived by Faddeev
in [9].

Although the ‘matrix kernel’ of this set of equations is still disconnected, its square (cor-
responding to an iteration of this equation) and higher powers have only connected entries so
the only disconnected parts of the iterated equations are inthe first two terms of the iteration.
Faddeev was able to prove [11] that these equations did have aunique solution by constructing
an appropriateBanach spacein which Fredholm theory could be applied to his formulation,
under the following restrictions on the two-body potentials:

∣∣∣V̂α (pα)
∣∣∣ 6 C(1+ pα)−1−ε (C > 0,ε > 0)

∣∣∣V̂α (pα +h)−V̂α (pα)
∣∣∣ 6 C(1+ pα)−1−ε |h|µ (µ > 0).

This of course has been extended and modified since then to cover other cases (especially the
Coulomb potential) and generalised toN-body scattering problems [12].

5.3.3 Faddeev Equations for the Full Green’s Operator

The Faddeev equations we have derived are most easily examined in the momentum represen-
tation. However, as is noted in [15], it is now possible to usethe Faddeev equations in momen-
tum space to study the continuity and asymptotic behaviour of the wavefunction in coordinate
space. That is, the boundary conditions appropriate to the three-body Schrödinger equation
can now be derived. This is of great importance because solving the Faddeev equations in
momentum space often involves evaluating integrals in which the kernel has singularities. It
turns out however, that the boundary conditions for the Schrödinger equation are much too
complicated to be of any practical use. Instead the wavefunction may be decomposed into
a sum of functions, each written in terms of a particular Jacobi coordinate system, to which
somewhat more tractable boundary conditions can be applied. We will not give the boundary
conditions here, they can be found in [12] or [15].

To derive equations for the components of the wavefunction,we first show that the full
Green’s operator can be decomposed into component operators, as we did for theτ-operator
in the previous section. Define thecomponent Green’s operatorsin terms of the Faddeev
T(α)-operators by

G(α) (E) = G0(E)T(α) (E)G0(E) .

We therefore have

G(E) = G0(E)+G(E)VG0(E) = G0(E)+G0(E)τ (E)G0(E)

= G0(E)+G0(E)
3

∑
α=1

T(α) (E)G0(E) = G0(E)+
3

∑
α=1

G(α) (E) (5.15)
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as required. Furthermore, multiplying the Faddeev equations for theT(α)-operators byG0(E)
from the left and the right gives

G(α) (E) = G0(E)τα (E)G0(E)+G0(E)τα (E) ∑
γ 6=α

G(γ) (E)

⇒ G(α) (E) = [Gα (E)−G0(E)]+Gα (E)Vα ∑
γ 6=α

G(γ) (E) , (5.16)

where we have used equation 5.8 and the easily verified relations

VαGα (E) = τα (E)G0(E) and Gα (E)Vα = G0(E)τα (E) . (5.17)

This system of equations for the components of the full Green’s operator is sometimes called
the Faddeev equations for theG(α)-operators.

5.3.4 The Coordinate Representation

TheseG(α)-operator equations will provide the means to derive a set ofequations for the wave-
function of the system. To do this however, we must introducethe asymptotic wavefunctions
relevant to the three-body problem. For the channel in whichthe three particles are free, the
asymptotic wavefunction is the free plane wave

φP (X) =
1

(2π)3 eiP·X

and sinceP1 ·X1 = P2 ·X2 = P3 ·X3, it doesn’t matter which Jacobi coordinate system we work
in. Similarly, if the system is initially in the channel in which particleβ is free and the other
two particles form a bound state, then we have the asymptoticwavefunctions

φn,qβ

(
xβ ,yβ

)
=

1

(2π)3 χ (n)
β
(
xβ
)

eiqβ ·yβ

whereχ (n)
β
(
xβ
)

is the wavefunction corresponding to the bound state formedandn is a quan-
tum number identifying which bound state is formed (in the event that there are excited states)
[15]. We will in the following be interested in scattering processes with these initial states, so
we will therefore assume these asymptotic wavefunctions.

Consider the decomposition of the full Green’s operator (equation 5.15):

G(E) = G0(E)+
3

∑
α=1

G(α) (E) .

Of course, we assume that theG(α)-operators are integral operators with kernel functions
G(α) (Xα ,X′

α ;E) in theirα-Jacobi coordinate system. We note that because the form ofG0(E)
in the momentum representation is independent of the Jacobicoordinates used, this must also
be true for its kernel in the coordinate representation. However, the corresponding statements
are by no means true for theG(α)-operators. The functional forms of their kernels are depen-
dent upon which Jacobi coordinates are used.

Expanding this equation in arbitrary Jacobi coordinates (labelled byβ ) gives for f ∈
S
(
R

6
)
:

∫

R6
G
(

Xβ ,X′
β ;E

)
f
(

X′
β

)
dX′

β =
∫

R6
G0

(
Xβ ,X′

β ;E
)

f
(

X′
β

)
dX′

β +
3

∑
α=1

[
G(α) (E) f

](
Xβ
)
.

Now, since the different Jacobi coordinates are all linearly dependent,Xβ can be written as a
function of Xα , Xβ (Xα) and vice versa. Therefore, the last term of the previous equation
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may be rewritten as

3

∑
α=1

[
G(α) (E) f

](
Xβ
)

=
3

∑
α=1

[
G(α) (E) f

][
Xβ (Xα)

]

=
3

∑
α=1

∫

R6
G(α)

(
Xα ,X′

α ;E
)

f
(
Xβ
(
X′

α
))

dX′
α .

It can be readily verified (see [15]) that the Jacobian of the coordinate change fromXα to Xβ
is 1 (as one would expect) so

3

∑
α=1

[
G(α) (E) f

](
Xβ
)

=
3

∑
α=1

∫

R6
G(α)

(
Xα
(
Xβ
)
,Xα

(
X′

β

)
;E
)

f
(

X′
β

)
dX′

β .

Therefore, if we extract the kernel of the original equation, we get

G
(

Xβ ,X′
β ;E

)
= G0

(
Xβ ,X′

β ;E
)

+
3

∑
α=1

G(α)
(
Xα ,X′

α ;E
)
. (5.18)

To introduce the wavefunctions into these equations, we recall equation 4.9:

Ω± = s− lim
ε→0+

± iε
[∫

R3
G(λ ± iε)dEH0

λ

]
.

Performing an eigenfunction expansion on this equation yields the kernel equation:

φ+
n,qβ

(
Xβ
)

= lim
ε→0+

iε
∫

R6
G
(

Xβ ,X′
β ;E + iε

)
φn,qβ

(
X′

β

)
dX′

β (5.19)

whereE is the energy of the system,φn,qβ

(
Xβ
)

is the incoming asymptotic wavefunction of
the system, andφ+

n,qβ

(
Xβ
)

is the actual wavefunction. Analogously, wedefinethe functions
(α = 1,2,3):

φ (α)
n (Xα) = lim

ε→0+
iε
∫

R6
G(α)

(
Xα ,X′

α ;E + iε
)

φn,qβ

(
Xβ
(
X′

α
))

dX′
α . (5.20)

Multiplying our kernel equation byiεφn,qβ

(
X′

β

)
, integrating over all particle positions (chang-

ing the variables of integration where necessary) and then taking the limit asε → 0+, we finally
get the result that the total wavefunction may be expressed by

φ+
n,qβ

(X) =
3

∑
α=1

φ (α)
n (Xα) . (5.21)

(For simplicity, we’ve dropped theβ subscripts so our arbitrary Jacobi coordinates are denoted
by X.) That is, the total wavefunction can be decomposed into component wavefunctions
which are nicely expressed in different Jacobi coordinates. Although the kernel equation con-
tained the additional termG0(X,X′;E) , there is nothing in our wavefunction decomposition
corresponding to this term. This is due to the relation

lim
ε→0+

iε
∫

R6
G0

(
Xβ ,X′

β ;E + iε
)

φn,qβ

(
X′

β

)
dX′

β = 0, (5.22)

the proof of which we shall defer to an appendix (section 5.3.5) to avoid disrupting continuity.
We now apply the operator(E−Hα) to theG(α)-operator Faddeev equations giving

(E−Hα)G(α) (E) = (E−Hα) [Gα (E)−G0(E)]+ (E−Hα)Gα (E)Vα ∑
γ 6=α

G(γ) (E)

= [I − (E−H0−Vα)G0(E)]+Vα ∑
γ 6=α

G(γ) (E)

= Vα

[
G0(E)+ ∑

γ 6=α
G(γ) (E)

]
.
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Making the familiar eigenfunction expansion of this equation then gives

[
E + ∇2

X −Vα (xα)
]

φ (α)
n (Xα) = Vα (xα) ∑

γ 6=α
φ (γ)

n
(
Xγ
)

(5.23)

where theG0-term again vanishes (section 5.3.5). These are thedifferential Faddeev equations
and are a coupled set of equations which are satisfied by the components of the wavefunction,
and may be solved subject to the appropriate boundary conditions (see [15]).

5.3.5 Appendix

We now prove that equation 5.22

lim
ε→0+

iε
∫

R6
G0

(
Xβ ,X′

β ;E + iε
)

φn,qβ

(
X′

β

)
dX′

β = 0

holds, as claimed above. We begin by noting that

[G0(z) f ] (X) =
1

(2π)3

∫

R6
[G0(z) f ]ˆ (P)eiP·XdP =

1

(2π)3

∫

R6

f̂ (P)

z−P2eiP·XdP

=
1

(2π)6

∫

R6

eiP·X

z−P2

[∫

R6
f
(
X′)e−iP·X′

dX′
]

dP

=
1

(2π)6

∫

R6

[∫

R6

eiP·(X−X′)

z−P2 dP

]
f
(
X′)dX′

⇒ G0
(
X,X′;z

)
=

1

(2π)6

∫

R6

eiP·(X−X′)

z−P2 dP.

It follows then that
∫

R6
G0

(
Xβ ,X′

β ;E + iε
)

φn,qβ

(
X′

β

)
dX′

β

=
1

(2π)6

∫

R6



∫

R6

e
iP′

β ·
(

Xβ−X′
β

)

z−P′2
β

dP′
β


φn,qβ

(
X′

β

)
dX′

β

=
1

(2π)9

∫

R12

e
ip′

β ·
(

xβ−x′β

)
e

iq′
β ·
(

yβ−y′β

)

z− p′2β −q′2β
χ (n)

β

(
x′β
)

eiqβ ·y′β dp′
β dq′

β dx′β dy′β

=
1

(2π)9

∫

R9

e
ip′

β ·
(

xβ−x′β

)
χ (n)

β

(
x′β
)

eiq′
β ·yβ

z− p′2β −q′2β

[∫

R3
e

i
(

qβ−q′
β

)
·y′β dy′β

]
dp′

β dq′
β dx′β

=
1

(2π)15/2

∫

R6
e

ip′
β ·
(

xβ−x′β

)
χ (n)

β

(
x′β
)[∫

R3

eiq′
β ·yβ

z− p′2β −q′2β
δ
(

qβ −q′
β

)
dq′

β

]
dp′

β dx′β

=
eiqβ ·yβ

(2π)15/2

∫

R3



∫

R3

e
ip′

β ·
(

xβ−x′β

)

z− p′2β −q2
β

dp′
β


χ (n)

β

(
x′β
)

dx′β

where we have used equation 1.5. Comparing the integral overp′
β with the form of the free

Green’s function we derived earlier, we see that this is justa two-body free Green’s function.
Therefore,

∫

R6
G0

(
Xβ ,X′

β ;z
)

φn,qβ

(
X′

β

)
dX′

β =
eiqβ ·yβ

(2π)9/2

∫

R3

−e
i
√

z−q2
β

∣∣∣xβ−x′β

∣∣∣

4π
∣∣∣xβ −x′β

∣∣∣
χ (n)

β

(
x′β
)

dx′β
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⇒
∣∣∣∣
∫

R6
G0

(
Xβ ,X′

β ;z
)

φn,qβ

(
X′

β

)
dX′

β

∣∣∣∣6
1

(2π)9/2

∫

R3

∣∣∣χ (n)
β

(
x′β

)∣∣∣

4π
∣∣∣xβ −x′β

∣∣∣
dx′β .

Given thatχ (n)
β

(
x′β

)
is a bound state wavefunction and therefore decreases rapidly [32], it is

easily seen that this integral converges for anyxβ , and is independent ofz. Letting z= E + iε
then, multiplying byiε and taking the limit asε → 0+ gives

lim
ε→0+

iε
∫

R6
G0

(
Xβ ,X′

β ;E + iε
)

φn,qβ

(
X′

β

)
dX′

β = 0

as required.
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Chapter 6

A Separable Three-Body Problem

“ I don’t even want you to begin to start explainin’ that. You’re probably goin’
to go on about the universe bein’ a rubber sheet with weights on it again, right?
And the word ‘quantum’ is hurryin’ towards your lips again.”

Archchancellor Mustrum Ridcully

6.1 Non-Local Interactions

6.1.1 The Separable Approximation

So far in discussing potentials, we have restricted attention to potentials of the formV = V (r)
wherer is the distance between the particles. This represents an interaction where the force
felt by one of the particles essentially emanates from the position of the other particle and
is known in the physical literature as alocal potential. That is, the interaction derives from
point sources. However, we can also envisage scenarios in which it would be useful to model
an interaction in other ways. For instance in nucleon scattering, we could let the interaction
derive from a small non-zero volume of space, the nucleus, soas to better account for internal
structure. In any case, these more general interactions correspond to potential energy operators
which are not of the formV (r) . These are known asnon-local interactions.

As an important example of a non-local interaction, we shalldiscuss theseparable poten-
tials. These are defined in operator form for anyf in the Hilbert space by

V f = λ 〈a, f 〉a (6.1)

wherea is a fixed vector from the Hilbert space (usually chosen such that‖a‖= 1) andλ ∈R is
a constant representing the strength of the interaction (negative for attractive potentials, positive
for repulsive potentials). If we recast this equation inL2(Rn) , we find that

(V f)(r) = λ
∫

Rn
a(r ′) f

(
r ′
)

dr ′a(r) =

∫

Rn
λa(r)a(r ′) f

(
r ′
)

dr ′ (6.2)

so V becomes an integral operator with a separable kernelλa(r)a(r ′). The functiona(r)
is called theform factor for the interaction. Potentials of this kind have been foundto give
reasonable results in some areas of nuclear physics [45].

Now,V is not a multiplication operator but is bounded since

‖V f‖ = |λ 〈a, f 〉|‖a‖ 6 |λ |‖a‖2‖ f‖ ⇒ ‖V‖ 6 |λ | ‖a‖2 .

Furthermore,V is symmetric:

〈V f,g〉 = 〈λ 〈a, f 〉a,g〉 = λ 〈a, f 〉 〈a,g〉 = λ 〈 f ,a〉 〈a,g〉 = 〈 f ,λ 〈a,g〉a〉 = 〈 f ,V g〉

hence self-adjoint. In fact, ifλ = 1, V is just the projection operator onto the subspace spanned
by {a} . SinceV is bounded, it hasH0-bound 0 (section 3.3.2) and so by theorem 26,H =
H0+V is a bona-fide self-adjoint operator.
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In fact, the separable potentials are known to mathematicians as therank one compact
operators. Compactness is established (recalling the definition in section 5.2.1) by noting
that for any uniformly bounded sequence( fn) , (〈a, fn〉) is a uniformly bounded sequence of
numbers which must therefore have a convergent subsequence: 〈a, fnk〉 → ω say, ask → ∞.
But then,(V fn) has a convergent subsequence(V fnk) because

lim
k→∞

V fnk = lim
k→∞

〈a, fnk〉a = ωa

soV is compact. Now, while compactness of integral operators isa much desired property
in mathematical physics (section 5.2), it can be problematic in the present case due to a well-
known result of Weyl and Von-Neumann (see [2]). This states that in a separable Hilbert space,
there are self-adjoint compact operators which when added to an operator with a continuous
spectrum, result in an operator with only point spectrum.H0 has a continuous spectrum andV
is self-adjoint and compact, so it is possible thatH = H0 +V has only point spectrum. Such a
Hamiltonian has no place in scattering theory as there are nofree states! That this is not the
case for the separable potential is proved in [26] who shows that the wave operators exist for
these separable potentials and are complete (section 10.4.2, theorem 4.3).

6.1.2 The Two-Body Problem with a Separable Potential

There is a definite advantage to considering scattering equations with separable potentials. The
advantage is that the equations are far more tractable and inthe two-body case, admit analytical
solutions. Let us illustrate this by considering this case.Recall the equation for theτ-operator
(equation 4.28):

τ
(
k,k ′;E

)
= V̂

(
k −k ′)+

∫

R3

V̂ (k −k ′′)
E−k′′2

τ
(
k ′′,k ′;E

)
dk ′′.

Recalling the coordinate representation for a separable potential (equation 6.2), we have that

V̂
(
k −k ′)=

∫

R3
φk (r)Vφk′

(
r ′
)

dr =

∫

R3
φk (r)

[∫

R3
λa(r)a(r ′)φk′

(
r ′
)

dr ′
]

dr

= λ
[∫

R3
a(r)φk (r)dr

][∫

R3
a(r ′)φk′

(
r ′
)

dr ′
]

= λ â(k) â(k ′).

Substitution into theτ-operator equation therefore gives

τ
(
k,k ′;E

)
= λ â(k) â(k ′)+

∫

R3

λ â(k) â(k ′′)
E−k′′2

τ
(
k ′′,k ′;E

)
dk ′′ = λ â(k)κ

(
k ′) (6.3)

where

κ
(
k ′)= â(k ′)+

∫

R3

â(k ′′)
E−k′′2

τ
(
k ′′,k ′;E

)
dk ′′. (6.4)

Substituting 6.3 into 6.4 then allows us to solve for the off-shell T-matrix:

κ
(
k ′) = â(k ′)+

∫

R3

â(k ′′)
E−k′′2

λ â
(
k ′′)κ

(
k ′)dk ′′ = â(k ′)+ λκ

(
k ′)
∫

R3

|â(k ′′)|2
E−k′′2

dk ′′

⇒ κ
(
k ′)=

â(k ′)

1−λ
∫
R3

|â(k ′′)|2
E−k′′2

dk ′′

⇒ τ
(
k,k ′;E

)
=

λ â(k) â(k ′)

1−λ
∫
R3

|â(k ′′)|2
E−k′′2

dk ′′
. (6.5)

We note that it may be possible for the denominator of this expression to vanish as ImE → 0+,
in which case, the T-matrix does not exist. It is not hard to see that a consequence of this is that
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limε→0+ G(r , r ′;E + iε) does not exist and therefore that we are dealing with energies in the
point spectrum - bound states. In fact (assuming thatλ < 0 so we have an attractive potential),(
E−k′′2

)−1
decreases from 0 to−k′′−2 asE increases from−∞ to 0 for anyk′′ ∈ R. Thus

the second term in the denominator must be increasing from 0 to |λ |∫
R3 |â(k ′′)|2/k′′2dk ′′ so

the denominator may only vanish once. Therefore, if there isa bound state corresponding to
an attractive separable potential, there is only one. It is easy to see that a repulsive separable
potential does not support any bound states, as one would expect.

Let us now consider the particular case of a separable potential with form factora(r) =
e−Λr/r (Λ > 0). We have

â(k) =
1

(2π)3/2

∫

R3

e−Λr

r
eik·r dr =

√
2
π

1
Λ2 +k2 . (6.6)

To calculate the T-matrix, we need to evaluate the followingexpression. This is quite messy
and is best calculated using a computer algebra package giving

lim
ε→0+

∫

R3

|â(k ′′)|2
E + iε −k′′2

dk ′′ = lim
ε→0+

∫ ∞

0

8k′′2dk′′

(E+ iε −k′′2)(Λ2 +k2)2

=
−2π

(
Λ2 +2i

√
EΛ−E

)

Λ(Λ2 +E)2 =
−2π

Λ
(
Λ− i

√
E
)2

where
√

E = i
√
−E if E < 0. AssumingE > 0, we find that the T-matrix is explicitly given by

t
(
k,k ′)= lim

ε→0+
τ
(
k,k ′;k′2 + iε

)
= lim

ε→0+

λ â(k) â(k ′)

1−λ
∫
R3

|â(k ′′)|2
k′2 + iε −k′′2

dk ′′

=
2λ

π (Λ2 +k2)(Λ2 +k′2)

(
1+

2πλ
Λ(Λ− ik′)2

) .

so the differential cross-section is given by

dσ
dΩ

=
16π2λ 2

(Λ2 +k2)4

∣∣∣∣∣1+
2πλ

Λ(Λ− ik)2

∣∣∣∣∣

2 .

6.2 Angular Momentum

We have so far completely ignored the important angular quantities and their role in quantum
mechanics. In fact, one can define an angular momentum operator in three dimensions by
L = r × p as one does in classical mechanics (the× denotes vector cross-product). This
operator and its component operators may be proven self-adjoint [38] and are as important
in scattering theory as the position operators are. In fact,one can derive an eigenfunction
expansion theory based on these operators which leads to theimportant theory of partial waves
(see [35] for instance). However, it is not this “classical”(or orbital) angular momentum which
we wish to discuss here. Rather, we shall need to introduce the concept of intrinsic particle
spin and how it may affect a scattering process.

6.2.1 Intrinsic Particle Spin

It is an experimentally observed fact that fundamental particles possess an intrinsic angular
momentum that is quite different to any orbital angular momentum. The basis for this is the
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famousStern-Gerlach experimentand a description of these experiments and their importance
in the development of quantum theory can be found in any introductory text on quantum theory
(see [31] or [46]). We therefore introduce an intrinsic spinoperatorS= (Sx,Sy,Sz), analogous
to the orbital angular momentum operator mentioned above, which represents the observable
quantity of total intrinsic spin. Particles have been foundexperimentally to have one of the
total spin values: 0,1/2,1,3/2,2, . . .

It is customary to discuss the component of the spin operatorin the z-direction,Sz. Ex-
periment shows that this observable is quantised - ifs is the total spin of the particle,sz may
take any of the 2s+ 1 values,−s,−s+ 1, ...,s− 1,s. That is, for a spin-1/2 particle (for in-
stance, an electron or a proton),sz can be−1/2 or 1/2. We therefore construct a spin Hilbert
space,Hspin, separate from the usual coordinate Hilbert space, for the particle by defining
eigenvectorsfsz which are such that

Sz fsz = sz fsz

for all allowed values ofsz, and lettingHspin be the space of all linear combinations of thefsz

with an appropriate inner-product. This is therefore a 2s+ 1-dimensional Hilbert space. A
convenient choice for this space is the space`2(2s+1) of sequences of length 2s+1.

To account for a particle with spins then, we introduce the combined Hilbert space

Htotal = Hcoord⊗Hspin
∼= L2(

R
3)⊗ `2(2s+1)

which is the tensor product of the usual coordinate Hilbert space and the spin space. In the
case we have been examining with three particles (each of which may now have spin), the
appropriate Hilbert space is

L2(
R

6)⊗ `2(2s+1)⊗ `2(2s+1)⊗ `2(2s+1)

after factoring out the centre of mass motion which reduces the number of coordinates needed
from 9 to 6.

6.2.2 Identical Particles and Symmetrisation

We have introduced the concept of intrinsic spin because there is a fundamental relationship
between the wavefunction of a system of identical particlesand the spin of the component
particles. Specifically, the wavefunction of a system of identical particles with integral spin
(0,1,2, . . .) has even parity under exchange of two of the particles, and if the particles have non-
integral spin (1/2,3/2,5/2, . . .) then the wavefunction has odd parity under exchange. That
is,

P12Ψ = Ψ for integer spins, andP12Ψ = −Ψ for non-integer spins

whereP12 denotes the interchanging of identical particles 1 and 2. These conditions are referred
to as symmetry conditions. Particles with integer spins arecalled bosons, particles with non-
integer spins are called fermions.

Consider a scattering experiment with two identical particles. There is nothing to say
that solving the scattering equations is guaranteed to givea wavefunction that satisfies the
appropriate symmetry condition. However, we note that because of the identity of the particles,
if Φ is a solution of the scattering equations,P12Φ will be also. Therefore, we can symmetrise
our solution by settingΨ = Φ+P12Φ for bosons, andΨ = Φ−P12Φ for fermions. It is easily
checked then thatΨ obeys the appropriate symmetry condition, so all we have really done is
apply a particular boundary condition stipulating that thewavefunction must have the correct
symmetry.

6.3 A Three-Body Scattering Problem

In this section we shall consider the scattering equations pertaining to a system of three parti-
cles, two of which are identical spin-1/2 fermions (labelled 1 and 2) which we shall assume
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to have mass 1/2, and particle 3 which is spinless and very heavy by comparison. The inital
deployment of the particles is that of particle 1 incident ona bound state(2,3) . We might think
of this system as an electron scattering off a hydrogen atom.However, for analytical conve-
nience, we shall later make the approximation that all the potential interactions are separable,
V1 andV2 being attractive andV3 repulsive. Because particles 1 and 2 are identical, it is clear
that thefunctional formsof V1 andV2 are identical. That is,

V1 (xα) = V2 (xα) (α = 1,2,3) . (6.7)

We also expect for the same reason that the total coordinate wavefunctions should have the
same functional forms in the Jacobi coordinates of particles 1 and 2. That is,

φ+
q (X1) = φ+

q (X2) (6.8)

(we have dropped the subscriptn because separable potentials may only have one bound state).
The Jacobi coordinates have the following simple forms for this system:

x1 = r2, y1 = −r1

x2 = −r1 y2 = −r2

x3 =
r1− r2√

2
y3 =

r1 + r2√
2

;

p1 = k2 q1 = −k1

p2 = −k1 q2 = −k2

p3 =
k1−k2√

2
q3 =

k1 +k2√
2

. (6.9)

Let us now consider the spin wavefunction of the system. The spin Hilbert space is just
`2(2)⊗ `2(2) which is easily seen to be isomorphic to`2(4) (we have of course neglected the
third particle as it is spinless). Now, it is well known that the total spin,S, of a two spin-1/2
particle system can be 1 or 0 depending upon whether the spinsof the individual particles are
aligned or not. It is also well known [22] that the spin wavefunction of the system will be
symmetric whenS= 1 and antisymmetric whenS= 0. Therefore, since the system consists
of identical fermions (so the total wavefunction must be antisymmetric), we conclude that the
coordinate wavefunction will be antisymmetric whenS= 1 and symmetric whenS= 0. In
terms of our interchanging notation (P12), this becomes

P12φ+
q (Xα) = (−1)Sφ+

q (Xα) (α = 1,2,3) . (6.10)

Let us now apply this result to the differential Faddeev equations (5.23). These may be rear-
ranged to give

[
E + ∇2

X

]
φ (α) (Xα) = Vα (xα)

3

∑
γ=1

φ (γ)
(
Xγ
)

= Vα (xα)φ+
q (Xα) .

This is a differential equation forφ (α), the homogeneous solution of which is a free plane
wave. However, it is clear (see [12] for a rigorous justification) that one boundary condition
we should impose upon theφ (α) is that they asymptotically approach thebound plane waveφqα

(defined in section 5.3.4). The homogeneous solution does not satisfy this condition (we are
considering a 1,(2,3) process) so we need only consider the particular solution ofthis equation.
Therefore,

φ (α) (Xα) = lim
ε→0+

∫

R6
G0
(
Xα ,X′

α ;E + iε
)
Vα
(
x′α
)

φ+
q

(
X′

α
)

dX′
α . (6.11)

For the caseα = 1, we interchange particles 1 and 2 to get

P12φ (1) (X1) = P12

[
lim

ε→0+

∫

R6
G0
(
X1,X′

1;E + iε
)
V1
(
x′1
)

φ+
q

(
X′

1

)
dX′

1

]

= lim
ε→0+

∫

R6
G0
(
X2,X′

2;E + iε
)
V1
(
x′2
)
(−1)Sφ+

q

(
X′

2

)
dX′

2

= lim
ε→0+

(−1)S
∫

R6
G0
(
X2,X′

2;E + iε
)
V2
(
x′2
)

φ+
q

(
X′

2

)
dX′

2
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using equations 6.7 and 6.8 and the fact that the free Green’sfunction has the same functional
form in Jacobi coordinates 1 and 2. Comparing with equation 6.11, we see that this is just

P12φ (1) (X1) = (−1)Sφ (2) (X2) .

This result is extremely important because it allows us to rewrite our decomposition of the full
wavefunction as

φ+
q (X) = φ (1) (X1)+ φ (2) (X2)+ φ (3) (X3) =

[
1+(−1)SP12

]
φ (1) (X1)+ φ (3) (X3) (6.12)

and therefore reduce our differential Faddeev equations toa set oftwo coupled differential
equations:

[
E + ∇2

X −V1 (x1)
]

φ (1) (X1) = V1(x1)
[
(−1)SP12φ (1) (X1)+ φ (3) (X3)

]

[
E + ∇2

X −V3 (x3)
]

φ (3) (X3) = V3(x3)
[
1+(−1)SP12

]
φ (1) (X1) . (6.13)

We have not made the separable approximation yet. However, we recall that the sepa-
rable two-body problem was easily solved as an integral equation in momentum space. Let
us therefore investigate what happens when we convert this set of differential equations into
integral equations. We note that the first equation has a bound plane wave as the homogeneous
solution: [

E + ∇2
X −V1(x1)

]
φq1 (X1) = 0

whereas the second has no homogeneous solution sinceV3 does not support a bound state.
Therefore, we have the integral equations

φ (1) (X1) = φq1 (X1)+ lim
ε→0+

∫

R6
G1
(
X1,X′

1;E + iε
)
V1
(
x′1
)
×

×
[
(−1)SP12φ (1)

(
X′

1

)
+ φ (3)

(
X′

3

)]
dX′

1 (6.14)

φ (3) (X3) = lim
ε→0+

∫

R6
G3
(
X3,X′

3;E + iε
)
V3
(
x′3
)[

1+(−1)SP12

]
φ (1)

(
X′

1

)
dX′

3.

whereGα (Xα ,X′
α ;E) is the kernel of the operatorGα (E) = (E−H0−Vα)−1 .

Let us now Fourier transform these equations so that we can work in momentum space.
Since

φ̂q1

(
P′

1

)
=

χ̂1(p′
1)

(2π)3/2
δ
(
q1−q′

1

)
,

we will now be working in a distributional setting, though this is not particularly troublesome.
The operatorsGα andVα have complicated forms in momentum space, so we use the identity
GαVα = G0τα (equation 5.17) whereτα is the two-bodyτ-operator defined in section 5.3.2.
Our equations transform to

φ̂ (1)
(
p′

1,q
′
1

)
= φ̂q1

(
p′

1,q
′
1

)
+ lim

ε→0+

∫

R3

τ1

(
p′

1,p
′′
1;E(1)

ε

)

E + iε −q′21 − p′21
×

×
[
(−1)SP12φ̂ (1)

(
p′′

1,q
′
1

)
+ φ̂ (3)

(
p′′

1 +q′
1

−
√

2
,
q′

1−p′′
1√

2

)]
dp′′

1 (6.15)

φ̂ (3)
(
p′

3,q
′
3

)
= lim

ε→0+

∫

R3

τ3

(
p′

3,p
′′
3;E(3)

ε

)

E + iε −q′23 − p′23

[
1+(−1)SP12

]
φ̂ (1)

(
q′

3−p′′
3√

2
,
q′

3+p′′
3

−
√

2

)
dp′′

3

where we have used the explicit forms (6.9) of the Jacobi coordinates for this system. Notice
that the integration is only over three dimensions - in the coordinate representation, we were
facing six-dimensional integrals. The price we pay for thissimplification is of course having
such complicated arguments in the component wavefunctions.
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We now make our separable approximation. Recall that for separable potentials, the two-
bodyτ-operators have kernels given by equation 6.5:

τα
(
k,k ′;E

)
=

λα âα (k) âα (k ′)
∆α (E)

; ∆α (E) = 1−λα

∫

R3

|âα (k ′′)|2
E−k′′2

dk ′′

whereaα (r) is the form factor forVα andλα represents the strength of that interaction. Substi-
tuting this into our momentum space equations (changing to the appropriate Jacobi coordinates)
gives

φ̂ (1)
(
p′

1,q
′
1

)
= φ̂q1

(
p′

1,q
′
1

)
+ lim

ε→0+

λ1â1(p′
1)(

E+ iε −q′21 − p′21
)

∆1
(
E+ iε −q′21

)×

×
∫

R3
â1 (p′′

1)

[
(−1)SP12φ̂ (1)

(
p′′

1,q
′
1

)
+ φ̂ (3)

(
p′′

1 +q′
1

−
√

2
,
q′

1−p′′
1√

2

)]
dp′′

1

φ̂ (3)
(
p′

3,q
′
3

)
= lim

ε→0+

λ3â3 (p′
3)(

E + iε −q′23 − p′23
)

∆3
(
E + iε −q′23

)×

×
∫

R3
â3
(
p′′

3

)[
1+(−1)SP12

]
φ̂ (1)

(
q′

3−p′′
3√

2
,
q′

3+p′′
3

−
√

2

)
dp′′

3.

Let us now substitute into these equations form factors analogous to those we derived in section
6.1.2. That is, we follow equation 6.6 and let

a1 (x1) =
e−Λx1

x1
⇒ â1 (p1) =

√
2
π

1

Λ2 + p2
1

anda3 (x3) =
e−Λx3

x3
⇒ â3 (p3) =

√
2
π

1

Λ2 + p2
3

whereΛ > 0, and letλ = λ3 = −λ1 > 0 (corresponding to the identical particles repelling one
another and unlike particles attracting one another). We therefore have that

lim
ε→0+

∆α
(
E + iε −q2

α
)

= 1+
2πλα

Λ
(

Λ− i
√

E−q2
α

)2

where
√

E−q2
α = i

√
q2

α −E if E−q2
α < 0.

Substitution then gives the final form for our coupled equations:

φ̂ (1)
(
p′

1,q
′
1

)
= φ̂q1

(
p′

1,q
′
1

)
−Ξ1

(
p′

1,q
′
1

)
×

×
∫

R3

(−1)SP12φ̂ (1) (p′′
1,q

′
1)+ φ̂ (3)

(
p′′

1 +q′
1

−
√

2
,
q′

1−p′′
1√

2

)

Λ2 + p′′21

dp′′
1

φ̂ (3)
(
p′

3,q
′
3

)
= Ξ3

(
p′

3,q
′
3

)∫

R3

[
1+(−1)SP12

]
φ̂ (1)

(
q′

3−p′′
3√

2
,
q′

3+p′′
3

−
√

2

)

Λ2 + p′′23

dp′′
3

where

Ξα
(
p′

α ,q′
α
)

=
2λ

π (Λ2 + p′2α )(E− p′2α −q′2α )


1+

2πλ

Λ
(

Λ− i
√

E−q′2α
)2




.
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This is about as far as our analysis can take us. We now have a set of two coupled, three-
dimensional integral equations for the component wavefunctions, which do not have singular

kernels (although theΞα do have a singularity). In fact, becausêφ (3) is only dependent upon

φ̂ (1), the second equation can in principle be substituted into thefirst, leading to one very

complicated six-dimensional equation in̂φ (1). However we proceed, the equations can now be
subjected to angular analysis and then solved numerically on a computer. The compactness of
the original Faddeev equations guarantees that a unique solution will exist.

Once we have ascertained the wavefunctionφ+
qβ

(X), we can calculate the T-matrix appro-
priate to a scattering event initally in channelβ and finally in channelα using a generalisation
of equation 4.22 [45]:

tβ→α
(
P,P′)=

∫

R6
φ f (xα ,yα )V(α) (X)φ+

qβ
(X)dX

whereφ f is the asymptotic eigenfunction appropriate for channel-α , andV(α) (X) are all the
potentials which become negligible in the final channel (V(α) = H −Hα). For our calculation,
β = 1 as the initial deployment was a 1,(2,3) system. The labelα may take the values 0, 1
or 2, corresponding to break-up, elastic scattering and rearrangement processes respectively.
Channel-3 is not possible (‘open’) because a(1,2) bound state is not possible. Note that be-
cause separable potentials can only support one bound state, inelastic scattering is not possible.
It is also apparent that because particles 1 and 2 are identical, we cannot distinguish between
elastic scattering and rearrangement (channels 1 and 2).

Explicitly then, we would calculate

t1→1
(
P,P′) =

∫

R6
φq1 (X1) [V2 (x2)+V3(x3)]φ+

q1
(X)dX,

t1→2
(
P,P′) =

∫

R6
φq2 (X2) [V1 (x1)+V3(x3)]φ+

q1
(X)dX

and t1→0
(
P,P′) =

∫

R6
φP (X) [V1 (x2)+V2 (x2)+V3 (x3)]φ+

q1
(X)dX

in whatever Jacobi coordinates are appropriate. Theφqα are of course bound plane waves, and
theφP is the free plane wave appropriate for the break-up channel.

The relationship to the experimental cross-section is a little more complicated than that
of two-body scattering. Each final channelα gives rise to a differential cross-section that
is proportional to|t1→α (P,P′)|2 . However, because the momenta and the reduced masses of
any two-body pairs present can all vary, the proportionality constants are different for each
channel. Also, in the break-up channel we can detect more than one particle so there are
several differential cross-sections corresponding to each type of measurement we choose to
make. Explicit forms for all these quantities may be found in[45] or [35]. We note finally that
once these are calculated, they may be integrated to get a total channel cross-section,σ1→α .
Because we cannot distinguish between elastic scattering and rearrangement in this process,
the elastic cross-section is the sum ofσ1→1 andσ1→2. The total cross-section for the scattering
process is then the sum of the elastic cross-section and the break-up cross-sectionσ1→0.
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Chapter 7

Conclusion

“Quantum theory - the dreams stuff is made of...”
Unknown

We have discussed at some length a rigorous treatment of the fundamental mathematical
aspects of quantum scattering theory. Our treatment was based on thespectral theorem for
unbounded self-adjoint operatorswhich was proven here following the original work ofVon
Neumann. To discuss scattering theory appropriately, the position, momentum and energy
operators were introduced. Particular attention was paid to the results ofKato concerning the
self-adjointness of the Hamiltonian operator, using the concept of relative bounds.

Using these results, it was then possible to rigorously formulate the equations of scattering
theory. The Green’s operators, wave operators and the scattering operator were introduced
in the context of two-body time dependent scattering theoryand their properties and impor-
tance were briefly surveyed. The time independent definitions of the wave operators were
established followingAmrein et al. This led to the standard equations of two-body time in-
dependent scattering theory via theeigenfunction expansiontechnique. However, in order
to make the derivations rigorous but reasonably straight-forward, the operator equations were
only considered to act upon a “part” of the Hilbert space for which the operators had “nice” rep-
resentations. We did not need to presume (as for instance, [38] does) that these representations
hold over the whole Hilbert space.

We then considered generalising these results to a three-body scattering problem. We
briefly indicated how the theory can be easily extended to this case, although the correspond-
ing broadening of the three-body theory was found to be not strictly rigorous. Nevertheless,
examination showed that these three-body equations were found to be unsatisfactory for (nu-
merical) computation, unlike the two-body equations. To cover this deficiency, we followed
the original work ofFaddeev, detailing his decomposition method and discussing why this
technique might be expected to produce more satisfactory equations. We then used his decom-
position to present our own derivation of thedifferential Faddeev equationswhich are stated in
[15].

As an application of this formulation of three-body scattering theory, we then derived a set
of equations for a particular three-body problem incorporating the effects of intrinsic particle
spin and identical particles. However, for convenience we assumed that the potential inter-
actions between the particles wereseparable, a form which is known to be more amenable
to analytic results. This assumption allowed us to explicitly evaluate some of the terms and
therefore to better understand the equation structure.

Future work would of course concentrate on solving these equations. This would involve
first subjecting our coupled set of equations to an angular analysis. This standard procedure
is based on the role of theangular momentum operatorsin scattering theory which was not
discussed in this thesis (see [35] for instance). After thisis achieved, the result would then
be solved numerically on a computer. The solution obtained would then be of value as a
comparison for evaluating the performance (and practicality) of other three-body scattering
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formulations, as well as being of interest as a three-body scattering wavefunction in its own
right.
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