Analysis of inhomogeneous optical systems

by the use of ray tracing. |.
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Planar systems

We describe a novel approach to refractive-index reconstruction in two-dimensional systems with no
special symmetry, based on observation of traces of rays that travel through the optical system. The
mathematical model of ray-tracing analysis is presented in detail, and both the analytical and numerical

solutions are given.
and applied to model problems.
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1. Introduction

The problem of reconstructing refractive-index distri-
bution of inhomogeneous optical media arises in
many areas of research, such as optical fiber
profiling,»-5 diagnostics of planar waveguides,5’
plasma diagnostics, and analysis of crystalline lens-
es.® In the case in which the analyzed system pos-
sesses circular or elliptic symmetry, the problem is
well studied, and the methods of solution are based
on the transformation of the measured optical
patht-249 or the deflection angle581° into the
refractive-index profile. For the systems without
symmetry, several methods based on computer to-
mography!0-11 and spherical aberrations2 have been
reported. In this paper we present a novel, highly
precise approach to the problem of nondestructive
diagnostics of asymmetric objects, which is based on
observation of the traces of thin coplanar laser beams
(rays) that travel through the optical system. We
call this method the ray-tracing analysis.

In ray-tracing experiments, a set of rays is passed
through a region for which the refractive index is to
be found (Fig. 1). We refer to this set of rays as
sampling rays. The traces of the sampling rays are
visible because of scattering and can be registered
and digitized. The positions of the points that form

The authors are with the Department of Mathematics and Sta-
tistics, The University of Melbourne, Parkville, VIC 3052, Austra-
lia.

Received 20 February 1996; revised manuscript received 31 July
1996.

0003-6935/97/225303-07$10.00/0

© 1997 Optical Society of America

Methods of data processing in the presence of experimental errors are developed
© 1997 Optical Society of America
Refractive-index distribution, ray-tracing, gradient-index lens, nondestructive diagnos-

sampling rays are then used to compute the distri-
bution of the refractive index by the mathematical
methods described below.

Ray-tracing analysis has been applied to nonde-
structive diagnostics of planar waveguides.67 It can
also be applied to the analysis of three-dimensional
optical systems with cylindrical symmetry, for which
the refractive index varies with the spatial coordi-
nates (x, y, z) such as n = n(r, 2), r> = ¥ + y>. For
such systems the variation of the index is essentially
a two-dimensional problem.

Unlike some other methods, an advantage of the
ray-tracing analysis is that it does not assume any
particular model of the refractive index. However,
the numerical problem of determining index distri-
bution from measured ray path data is ill-
conditioned, and the result can be sensitive to noise in
the data. In this paper we present methods both to
regularize the problem and to obtain a quantitative
indication of the level of experimental accuracy that
would be required for the ray-tracing data to achieve
a given desired accuracy in the refractive index.

2. Mathematical Model

In terms of geometric optics, the propagation of light in
an optical media is described by the eikonal equation!3

[VS@®F = n(r)?, D

where S(r) denotes the optical path and n(r) is the
refractive index in a point r = (x,y,z). The function
S(r) is called the eikonal. The surfaces S(r) = const
are called the wave fronts.

The geometric light rays may be defined as the or-
thogonal trajectories to the wave fronts. They are
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Fig. 1. Ray paths through an optical system.

regarded as oriented curves whose direction coincides
everywhere with the direction of the average Poynting
vector (for isotropic media!3). The position vector r of
a point on the ray path satisfies the ray equation

4 @_V (2)
as\"as) "™

where ds denotes an element of the ray path. When
n(r) is not continuous, Snell’s law n(r;) sin 6; = n(ry)
sin 6, is used in conjunction with the locality princi-
ple*: namely that reflection and refraction proceed
in such a manner as if the incident wave were plane
and the curvilinear boundary were replaced by a tan-
gent plane at the point of incident. Here 6, and 6,
are the angles that the incident and refracted rays
make with the normal to the tangent plane.

Consider a two-dimensional inhomogeneous opti-
cal medium with smooth refractive index n = n(x, y).
We assume that the rays r(s) = [x(s), y(s)] allow the
unique parameterization y = y(x), which is valid for
modest variations of n. With this assumption, Eq.
(2) can be rewritten (see Appendix) as

, ow N ow y" — 0 3)
Voox T oy 1+ ()2

where w(x, y) = In[n(x, y)].

Using Eq. (3) two problems may be formulated:
the direct and the inverse problem. In the direct
problem the refractive index is given, and Eq. (3)
determines the rays y = y(x) that would travel
through such an optical medium. This problem is
also known as the problem of ray tracing, and fast
and accurate methods of its solution are given else-
where (see, e.g., Ref. 15 and references therein).

The inverse problem can be studied as follows:
Suppose one observes a family of sampling rays, pa-
rameterized by A,

{y(x) =Y(x,h),h-=h =h,}, (4)

which covers a planar area G with unknown refractive
index, such as in Fig. 1. The problem is to determine
the refractive index n(x, y) by use of this information.
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Provided that the function Y(x, &) satisfies the follow-
ing conditions, the solution for n(x, y) exists:

(1) Y(x, h) has continuous second partial deriva-
tives Y, (x, k).

(2) Y(x, h) has continuous first partial derivatives
Y, (x, h) and Y,,(x, h) # 0 in G.

(3) Y(x, h) has continuous second mixed partial
derivatives Y, (x, h).

We defer the discussion of uniqueness of the solu-
tion.

The first and the third conditions that guarantee
the existence of the solution imply that Y(x, &) is a
sufficiently smooth function, while the second condi-
tion implies that the sampling rays cover all G and,
very important, do not intersect in G. That is, the
equation & = h(x, y) has a unique solution for every
(x,y) € G.

It is convenient to rewrite Eq. (3) in the following
form:

ow  Jw

where

C('xa y) = _Yx(xa y)|h=h(x,y)’

Yelx,y)

F =——F— |- .
(x’ y) 1+ sz(x’ y) |h—h(x,y)

(6)

Equation (5) is equivalent to the following system
of ordinary differential equations, whose solutions
are called characteristics of Eq. (5):

dx

di = C(x, y), (7a)
Ly

W pixy)

dy oY (7b)

The characteristics have a direct physical interpreta-
tion: The solutions of the first equation x = x(y)
determine the wave fronts (the curves orthogonal to
the rays), and the second equation determines the
refractive index on the wave fronts. Thus, the in-
verse problem can be solved by solving the system of
ordinary differential equations [Eqs. 7(a) and 7(b)]
with initial conditions to be given below.

3. Analytical Solution

The analytical solution for the inverse problem was
first given in a series of papers in Russian by Mikae-
lian (see Ref. 16). We briefly present the results.
According to Ref. 16, the general analytical solution
of the inverse problem for a large class of ray families
can be reduced to a calculation of integrals. Let the
function A(x, y) be given by a product of functions g(x)

and f(y):  h(x,y) = g(x)f(y).



Then from Egs. (6) and (7) we have
dy_ g@ [y
dx gx) f'(y)’

which can be integrated by a separation of variables
to give

f'(y)

where C, is an arbitrary constant. Denote by S the
sum of both integrals. The first solution of the sys-
tem [Egs. (7)] may be written in the form S(x,y) = C,,
and S(x, y) is therefore a wave front.

Let x = X(y, C;) be the solution of Eq. (7a).
Eq. (7b) can be integrated:

g . [fW
f 0 & f dy + C, (8)

Then

w(x,y) = In[n(x, )]

= J' F[X(y7 Cl)7 y]dy C1=S8(x,y) + CZ' (9)

The general solution may be written in the form 7(C,,
C,) = 0, and the refractive index n(x, y) is given
explicitly by

n(x) y) = eXp{f F[X(ya Cl)’ y]dy|C1:S(x,y)

+ O[S(x, y)1}, (10)

where ®[S(x, y)] is an arbitrary function.

A particular consequence of Eq. (10) is that the ray
traces do not determine the refractive index uniquely
but up to an arbitrary function of wave fronts.
Therefore, if the solution to the inverse problem ex-
ists, the problem has infinitely many solutions.

The latter statement is also valid for an arbitrary
family of rays, according to the principle of inhomo-
geneous media similarity.’® Consider inhomoge-
neous optical media with n; = n,(r). The wave
fronts are given by the equation S(r) = const. The
wave fronts would remain the same if we write the
former equation in the form ¢[S(r)] = const, with ¢
being an arbitrary C! function with monotone
growth. Substituting S(r) in the eikonal Eq. (1), we
have

G'ISEVS(E)’]” = n(r).

Denote ¢'[S(r)] by ®[S(r)]. The former equation
now takes the form n(r) = n,(r)®[S(r)], where ® > 0
is an arbitrary function. Consequently, the rays
[Eq. (4)] determine the refractive index up to an ar-
bitrary function of wave fronts.

The reason we obtained infinitely many solutions is
that on a given wave front the refractive index may be
determined up to an arbitrary constant C. For every
wave front this constant is different, so that the so-
lution on one wave front does not depend on the so-
lution on another wave front. Suppose now that on

a wave front S(x, y) = C; there is one point at which
the refractive index is known. Then the refractive
index on this wave front is determined uniquely,
which follows from the uniqueness of the solution for
ordinary differential equations. If every wave front
in G contains exactly one point with a given refractive
index, n(x, y) is determined uniquely in G. In prac-
tice, the index is known on the boundary of region G.

As a specific example, consider a family of ray
paths given by A(x, y) = sin h(y)/sin(x). Equation
(8) yields the following equation for wave fronts:

cosh(y) _

S(x,y) =

cos(x) v

The function F(x, y) in Eq. (7b) may be obtained from
d?h(x,
(x2 y) _ 0,
dx
which gives
F(x,y) = —tanh(y).

Now the general solution of the system [Egs. (7)] can
be written in the form

n(x,y) = 1 q{cosh(y)] ,

cosh(y) cos(x)

where @ is an arbitrary function. In particular,
when n does not depend on x, it corresponds to a
well-known solution for the Selfoc waveguides,

n(0)
cosh(y)’

n(y) =

also called the Mikaelian lens.16

Consider now an optical medium whose refractive
index is piecewise smooth. The simplest example of
such a system is an optical medium G with a smooth
refractive index placed into another medium H whose
refractive index is also smooth (Fig. 1). It can be a
thick lens in air, a crystalline lens of the eye in water,
a waveguide in matching oil, and so forth. As we
mentioned above, the ray traces satisfy Eq. (3) in the
smooth parts of the system and Snell’s law on discon-
tinuities. Consequently, the rays are smooth in G
and H but are not differentiable on the boundary 9G.
The method of ray-tracing analysis can be applied
separately to G and to H provided that inside each
medium conditions (1)—(3) hold and the refractive in-
dex is specified on all boundaries 0G U 0H. The
refractive index on the boundaries can be found ei-
ther by direct measurement, such as in Ref. 17, or,
when the boundary is not accessible, by Snell’s law.
In the latter case, the index must be known in the
outer part of the system, H, and so must be the slopes
of the rays in H and in G near G. The computation
of the index in H does not require its knowledge or dG,
but on the outmost boundary dH, and this can be done
by direct measurement.l” No matter how many me-
dia are put one into another, the computation of the
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index distribution in any of them requires the bound-
ary condition on the outer boundary, with the
outmost boundary always accessible for direct mea-
surement.

Therefore the ray-tracing analysis of media with
discontinuities is reduced to consecutive analysis of
its smooth parts.

4. Numerical Solution and Treatment of Noisy Data

The experimental data are represented in digital
form as a set of points on the sampling rays:

{(xij: yij): Yij = Y(xija hj);
1=1,2,...,N,

Jo
J=12,..., M}, (11)

where x;; is the abscissa of the ith point on the ray j,
y,; is the ordinate of this point, N; is the number of
registered points on the ray j, and M is the number of
sampling rays. We also assume that the index func-
tion w(x,y) = In[n(x, y)]is known on the boundary G
and that all the points in Eq. (11) belong to the inte-
rior of G.

The solution of the general problem given by Egs.
(7) is performed in two steps. In the first step the
functions C(x, y) and F(x, y) are computed from the
experimental data given by Eq. (11), and in the sec-
ond step the system (7) is solved. As Eq. (7a) does
not depend on w explicitly, it can be integrated sep-
arately from Eq. (7b), and this allows one to develop
an efficient algorithm to compute the solution with
only the values of C(x, y) on the rays, thatis, C[x, Y(x,
h)]. This results in a set of points {[y;, X(y,)],j =
1, ..., M}, which are the points of intersection of the
sampling rays with a given wave front. Then the
values of F(x, y) are computed in these points, and
Eq. (7b) may be integrated by any method of numer-
ical integration. A precise and computationally ef-
ficient method is to interpolate the values {y;, F{X(y,),
yj]}jle with a cubic spline and to compute w[X(y), y]
as the integral of the spline plus boundary conditions.
This approach does not require knowledge of C(x, y)
and F(x, y) at every point of G but only on the rays
and thus has modest requirements for computer
memory and speed. The integration of a cubic spline
has fourth-order precision (with respect to the dis-
tance between two neighboring rays), and the wave
front can be determined with second-order precision.

The method of ray-tracing analysis is stable with
respect to errors in the boundary conditions. Be-
cause on the wave front x = X(y) the logarithm of the
refractive index is given by

wlX(y), y] = f " FIX(y), yldy + wo,

Yo

the error 8w, in determining w, results in the same
error in w(x, y): dw[X(y), y] = dw,. Methods for
accurate determination of boundary conditions are
discussed in Ref. 17.
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Fig. 2. Refractive index reconstructed from precise data.

Implementation of the described technique, ap-
plied to the set of 40 sampling rays with 30-100
registered points on each, results in very good agree-
ment of the reconstructed refractive index with the
model used for ray tracing. In Fig. 2 we present a
plot of computed refractive index, which is virtually
indistinguishable from the model used to produce the
ray path data [Eq. (11)], namely,

n(x,y) = 1.42({1 — 0.2[(x — 0.1)% + (0.7y)*]}"/2
+ 0.01/cosh[200(x* + y?)?]).

G is given by the intersection of two circles with
centers in (—0.3, 0) and (0.5, 0), and with radii (1 +
0.3%2)2and (1 + 0.5%)/2, respectively, as given in Fig.
3. The maximum error of reconstruction is 0.0024
with the average error 0.00021. Note that the cho-
sen n(x, y) has a lumpy inhomogeneous structure
that may be present in ocular lenses.

Now we turn to the most difficult part of the solu-
tion: computation of C(x, y) and F(x, y) in Eqgs. (7)
from noisy experimental data. These functions are
expressed in Eq. (6) through the first and the second
derivatives of the measured ray path function Y(x, &)
given by a table of its noisy values. The problem of
numerical differentiation is an ill-conditioned prob-
lem, which makes the reconstruction of the refractive
index ill-conditioned as well. The regularization of

0.5

-1

-1 05 0 05 1

Fig. 3. Model of sampling rays: precise values plus Gaussian
noise (zero mean, standard deviation ¢ = 0.001).
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Fig. 4. Results of the refractive-index reconstruction using noisy
data. (a) Contour plot of the reconstructed index, (b) section y =
0, (c) section x = 0. Reconstructed index profile is plotted in solid
curves. True refractive index, given by n(x,y) = 1.42{1 — 0.2[(x —
0.1)2 + (0.7y)2]}*/2, is plotted in dashed curves. Standard devia-
tion of the noise, ¢ = 0.001; maximum error of reconstruction,
0.0028; average error, 0.00080. Confidence intervals (p = 0.95)
are also shown.

data, inevitable for numerical differentiation, must,
on the one hand, be sufficiently strong to remove the
oscillations in the second derivative caused by the
noise and, on the other hand, be flexible enough to
characterize variations of the function Y(x, 2). In

-0.57

-

-1 -0.5 0 05 1

Fig. 5. Sampling rays with Gaussian noise (zero mean, standard
deviation ¢ = 0.0003) used for reconstruction of the refractive
index in Fig. 2.

Eqgs. (7) we have proposed the use of constrained
smoothing splines for the generalized Luneburg lens
index reconstruction. This approach takes into ac-
count the specific structure of the Luneburg lens.
The a priori knowledge that the analyzed preform is
somewhat similar to the Luneburg lens allows one to
impose adequate restrictions on the second derivative
of the spline and thus to obtain a high-quality solu-
tion.

In general cases, when the refractive index is an
arbitrary function, one may use smoothing splines
without restrictions, but the price for spline flexibility
is considerable loss of precision. Furthermore the
traditional methods for choosing a smoothing param-
eter, such as the generalized cross validation and a
true mean-square method,'819 systematically over-
smooth the solution. All these methods give splines
that can hardly be distinguished from the true solu-
tion when plotted, but which fail to approximate well
the second derivative. We recall that the smoothing
parameter plays an important role in the theory of
splines and controls the trade-off between the re-
quirements of smoothness and the goodness of fit.
Excessively large values of the smoothing parameter
lead to oversmoothing while values that are too small
lead to oscillations of the spline.

We have found that the best results are obtained
with smoothing splines of 5th degree when the
smoothing parameter p is so small that oscillations of
the spline are not completely canceled. Such a se-
lection can be done by solving

IS (0l = C,

where S is the spline of degree 2m—1, which mini-
mizes

b N
p f [S™(x)Pdx + X [S(x;) — T,
a i=1
where x;, y; are data points from Eq. (11) (the index j

is suppressed here), p is the smoothing parameter,
and C is a prescribed value. The idea is to select C
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Fig. 6. Results of refractive index reconstruction (a) sectiony = 0,
(b) sectionx = 0. Reconstructed index is shown by the solid curve,
and the true index is shown by the dashed curve. Standard de-
viation of the noise, o = 0.0003; maximum error of reconstruction,
0.0031; average error, 0.0011. The confidence intervals (p = 0.95)
are shown.

to be slightly bigger than the estimated L., — norm of
the true (2m — 2)th derivative of the ray and thus to
prevent the spline from oversmoothing.

Because this method does not completely cancel
oscillations caused by random noise in the data, the
resulting refractive index also contains some ran-
domness. The next step consequently is to perform
index reconstruction with different sets of sampling
rays and to average the results. This allows us to
make a posteriori error analysis and to compute the
confidence intervals for the resulting refractive in-
dex. To cancel possible systematic errors, the use of
sampling rays with different initial slopes is recom-
mended, that is, rotation of the analyzed optical sys-
tem.

In Fig. 4 the results of model calculations of ray-
tracing analysis are presented. First, several sets of
sampling rays were obtained by ray tracing with
pseudorandom Gaussian noise added to the ordinates
of the points [Eq. (11)] to simulate experimental un-
certainties (Fig. 3). The number o denotes the stan-
dard deviation of the noise, and, because the units are
selected in a way that the characteristic size of the
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system is of an order of 1, the value 1/c may also be
interpreted as the signal-to-noise ratio.

The noisy sampling rays were used to reconstruct
the refractive-index distribution. Then the refrac-
tive indices that correspond to different sets of sam-
pling rays were averaged and compared with the
refractive index used for ray tracing. It can be seen
that our method correctly reconstructs the shape of
the refractive index. An adequate precision can be
achieved when experimental errors are sufficiently
small, of an order of 0.1% of the measured values.
Consequently, the readings of the positions of sam-
pling rays must be performed with high accuracy.
In this context, the finite width of sampling rays and
the resolution of the measurement device may limit
the attainable precision. In our simulations we se-
lected the noise level that seems to model the actual
measurement errors, and these rays are plotted in
Fig. 3. For rather homogeneous refractive indices
the results are most satisfactory. For reconstruc-
tion of highly inhomogeneous structures, such as in
Fig. 2, additional accuracy of data is needed, because
in this case the second derivative of the rays has a
more complicated form. In this case, precision sim-
ilar to that in Fig. 4 was obtained when the standard
deviation of the noise o was three times smaller.
The ray paths used for reconstruction are shown in
Fig. 5, and the results of index reconstruction are
presented in Fig. 6.

5. Conclusion

The ray-tracing analysis represents a powerful alter-
native to the methods based on inversion of measured
optical path or deflection angle. It does not require
circular or elliptic symmetry of the optical system and
thus is applicable to a much wider class of problems.
The precision of this method of reconstruction is com-
parable with that of methods applicable only for sym-
metric systems. The method is much more sensitive
to the measurement errors because it involves the
solution of an ill-conditioned problem. Traditional
methods of data regularization systematically over-
smooth the solution. On the grounds that an un-
known systematic error is much worse than a random
error, we undersmooth noisy data and then average
the results of several experiments. This allows us to
perform a posteriori error analysis and to determine
the confidence intervals. For a given experimental
noise level, there is a natural limit on the precision of
determination of the value of the refractive index.
This is not a serious concern at the moment because
the experimental errors in determining boundary
conditions are estimated to be of the same order of
magnitude.l” Our studies elucidated the level of ex-
perimental accuracy that any measurement should
attempt to achieve.

Because ray-tracing analysis is independent of the
geometry of an optical system, it can be applied to a
variety of problems. It requires neither an index
match between the system and surrounding media
nor a constant index mismatch on the boundary.
The method is stable with respect to the errors in



boundary conditions. In a forthcoming paper we
will discuss the application of ray-tracing analysis to
the reconstruction of three-dimensional refractive in-
dex with cylindrical symmetry.

The deduction of the Eq. (3) from Eq. (2) is straight-
dn (doc)2 _on

forward. Because
dy\2 -1/2
de _deds_def ()"
ds dxds dx (dx) }
dx\ds)  ox’

Appendix A
ds® = dx® + dy?,
de dedx de
d’s  d%e dy\*|!
Freiarpel R
ds® dx dx
Then, we write Eq. (2) in scalar form:
dn dx d. d- dy\*]" e
dndedy  dy [, ()17 on
dx ds ds dx dx dy
From the first equation,

dn

on
R PR
X 0x
Substituting this in the second equation, one readily
obtains

on B on
Y Ay A+ () =,
0x dy

which is Eq. (3).
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