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Abstract

We consider connectivity properties of certain i.i.d. random environments on $\mathbb{Z}^d$, where at each location some steps may not be available. Site percolation and oriented percolation are examples of such environments. In these models, one of the quantities most often studied is the (random) set of vertices that can be reached from the origin by following a connected path. More generally, for the models we consider, multiple different types of connectivity are of interest, including: the set of vertices that can be reached from the origin; the set of vertices from which the origin can be reached; the intersection of the two. As with percolation models, many of the models we consider admit, or are expected to admit phase transitions. Among the main results of the paper is a proof of the existence of phase transitions for some two-dimensional models that are non-monotone in their underlying parameter, and an improved bound on the critical value for oriented site percolation on the triangular lattice. The connectivity of the random directed graphs provides a foundation for understanding the asymptotic properties of random walks in these random environments, which we study in a second paper.

1 Introduction

When studying random walks in environments that are non-elliptic (some nearest-neighbour steps may not be allowed from some locations), one should first consider the connectivity structure of the directed graphs that are induced by such environments. In this paper, we introduce such random graphs in a general setting, with particular emphasis on models that connect to infinitely many sites almost surely. We show that some such non-percolation models exhibit phase transitions, and use these results to improve existing bounds on the critical points for certain site-percolation models on the triangular lattice in 2 dimensions. Many of the results of this paper are used in subsequent work where we study random walks in non-elliptic random environments [12].

For fixed $d \geq 2$ let $\mathcal{E}_+ = \{e_i : i = 1, \ldots, d\}$ be the set of standard basis vectors in $\mathbb{Z}^d$, and let $\mathcal{E}_- = \{-e_i : i = 1, \ldots, d\}$ and $\mathcal{E} = \mathcal{E}_+ \cup \mathcal{E}_-$. Let $\mathcal{P}$ denote the power set of $\mathcal{E}$. For any set
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Figure 1: Finite regions of the random environment in Example 1.1 for $p = .5$ and $p = .9$ respectively.

A, let $|A|$ denote the cardinality of $A$. Let $\mu$ be a probability measure on $\mathcal{P}$. For $A \in \mathcal{P}$ we will abuse notation and write $\mu(A)$ for $\mu(\{A\})$. An i.i.d. degenerate random environment is an element $\mathcal{G} = \{G_x\}_{x \in \mathbb{Z}^d}$ of $\mathcal{P}^{\mathbb{Z}^d}$, equipped with the product $\sigma$-algebra and the product measure $\nu = \mu^{\otimes \mathbb{Z}^d}$. We denote the expectation of a random variable $Z$ with respect to $\nu$ by $\mathbb{E}[Z]$.

We say that the environment is 2-valued when $\mu$ charges exactly two points, i.e. there exist distinct $A_1, A_2 \in \mathcal{P}$ and $p \in (0, 1)$ such that $\mu(A_1) = p$ and $\mu(A_2) = 1 - p$. In two dimensions, for fixed $A_1, A_2$ we will sometimes depict the corresponding family (indexed by $p = \mu(A_1)$) of models $(A_1 A_2)$ pictorially. Some well-known models fall within this framework. For example, setting $\mu(\mathcal{E}) = p$ and $\mu(\emptyset) = 1 - p$, the random environment induced by $\mu$ is site percolation, and when $d = 2$ we can depict it by $(\leftarrow \uparrow \rightarrow \downarrow \cdot)$. If instead we set $\mu(\mathcal{E}_+) = p$ and $\mu(\emptyset) = 1 - p$, we obtain oriented site percolation [in 2-dimensions $(\leftarrow \uparrow \cdot)$. The model $(\uparrow \rightarrow)$ corresponds to a web of coalescing random walks, as in Arratia [1] or Toth-Werner [25].

Three interesting 2-valued 2-dimensional examples $(A_1 A_2)$ are the following.

Example 1.1. $(\uparrow \rightarrow \downarrow)$: i.e. $A_1 = \mathcal{E}_+$ and $A_2 = \mathcal{E}_-$ (with $d = 2$). See Figure 1.

Example 1.2. $(\leftrightarrow \uparrow \uparrow)$: i.e. $A_1 = \{\rightarrow, \downarrow, \leftarrow\}$ and $A_2 = \{\uparrow\}$.

Example 1.3. $(\leftarrow \leftrightarrow \downarrow)$: i.e. $A_1 = \{\rightarrow, \leftarrow\}$ and $A_2 = \{\uparrow, \downarrow\}$.

Example 1.1 has superficial resemblances to corner percolation (see Pete [22]), and to the Lorentz lattice gas model (see § 13.3 of Grimmett [9]), though those models in fact seem unrelated. Example 1.3 is a degenerate version of the “good-node bad-node” model of Lawler [16].

While the examples that we find most interesting are 2-valued, there are of course other interesting models that lie within our framework. One such example is oriented bond percolation...
[9, Section 12.8], where \( p \in (0, 1) \) and we define \( \mu(B) = p^{|B|}(1 - p)^{d - |B|} \) if \( B \subset E_+ \) and \( \mu(B) = 0 \) otherwise.

In \( \mathbb{Z}^2 \), re-label the four unit vectors in \( E \) as \( f_1, \ldots, f_4 \). For \( 0 < \lambda_1, \ldots, \lambda_4 < 1 \) take \( \mu(B) = \prod_{i=1}^4 \lambda_i^{|B|_{f_i}}(1 - \lambda_i)^{|B|_{\overline{f_i}}} \). Then each bond is randomly oriented in one or both directions (or is vacant), giving Grimmett’s “independent randomly oriented lattice” model. See Grimmett [10], Wu and Zuo [28], and Linusson [18]. This includes “diode-resistor percolation” as a special case.

The main results in this paper concern the structure of connected clusters \( C_x, B_x \) and \( M_x \) in degenerate random environments, defined as follows.

**Definition 1.4.** Given an environment \( G \) and an \( x = (x_1, \ldots, x_d) \in \mathbb{Z}^d \), we say that:

- \( x \) is connected to \( y \in \mathbb{Z}^d \) and write \( x \to y \) if there exists an \( n \geq 0 \) and a sequence \( x = x_0 x_1, \ldots, x_n = y \) such that \( x_{i+1} - x_i \in G_{x_i} \) for \( i = 0, \ldots, n - 1 \);

- \( x \) and \( y \) communicate and write \( x \leftrightarrow y \), if \( x \to y \) and \( y \to x \);

- a nearest neighbour path in \( \mathbb{Z}^d \) is open in \( G \) if that path consists of edges in \( G \).

Let \( C_x = \{ y \in \mathbb{Z}^d : x \to y \} \), \( B_y = \{ x \in \mathbb{Z}^d : x \to y \} \), and \( M_x = \{ y \in \mathbb{Z}^d : x \leftrightarrow y \} = B_x \cap C_x \).

Three important quantities for this paper are the following probabilities

\[
\theta_+ = \nu(|C_o| = \infty), \quad \theta_- = \nu(|B_o| = \infty), \quad \text{and} \quad \theta = \nu(|M_o| = \infty).
\]

For the model of Example 1.1, we’ll show that \( \theta(p) = 0 \) for \( p \notin (0.1673, 0.8327) \), while for \( p \in (0.4534, 0.5466) \) there exists a unique infinite \( M \)-cluster (and \( \theta(p) > 0 \)). There are two phase transitions in the model as \( p \) varies – with \( \theta(p) \) moving from 0 to positive and back to 0. The model is not monotone, in the sense that changing the local environment can both open and close connections. Nevertheless we’ll relate the critical \( p \)’s to critical values for monotone percolation models. See Figures 1, 2 and 5, Theorem 3.12, Corollary 4.3, and Theorem 4.12.

Similarly, the model of Example 1.2 is not monotone. There is a unique infinite \( M \)-cluster for \( p > .4311 \), while \( \theta(p) = 0 \) for \( p < .1673 \). There is a phase transition, related to that of a monotone percolation model. See Figure 6, Theorem 3.13, Corollary 4.3, and Theorem 4.11.

Example 1.3 is also non-monotone, but \( \theta(p) > 0 \) for all \( p \in (0, 1) \) and there is almost surely a unique infinite \( M \)-cluster. See Theorem 4.9. Berger and Deuschel [3] prove a central limit theorem for this model.

### 1.1 Main results

Since we study a whole class of models in this paper, there are both general and model-specific results. Many are short and elementary, while some are substantial.

We use a broad range of classical methods that have been successful in studying percolation models, including blocking configurations, duality results and self-avoiding path counting arguments. We cannot use the monotonicity property that is often used in percolation proofs either
explicitly or implicitly e.g. in establishing a sharp phase transition, or in proving the uniqueness of the infinite cluster, however we frequently exploit a tool that is not present in standard percolation models, namely the existence of subnetworks of coalescing random walks (e.g. open paths that use only steps in $E_+$).

In addition to introducing a new and interesting class of random directed graph models, the following (2-dimensional) results are the highlights of this paper:

(a) Proving a structure theorem (see Proposition 3.8 and Corollary 3.10), giving the possible forms of $B_x$ in two dimensions, under fairly broad conditions.

(b) Proving the existence of sharp phase transitions, both for infinite $B_x$ clusters (e.g. see Theorems 3.12 and 3.13) and for the existence of a gigantic $M$ cluster (see Definition 4.6 and Theorem 4.8).

(c) Improving existing rigorous bounds on the critical values of oriented site-percolation models on the triangular lattice. These follow from bounds on the critical values for our random directed graph models, together with a duality argument (see Theorems 4.11 and 4.12).

2 The set of points $C_x$ that can be reached from $x$

In this section we investigate properties of the random sets $C_x \subset \mathbb{Z}^d$. In addition to standard percolation models, there are plenty of other models where $0 < \theta_+ < 1$. Consider for example a 4-valued model ($\uparrow \rightarrow \downarrow \leftarrow$), where $\mu(\{\uparrow, \rightarrow\}) > 0$, $\mu(\{\downarrow, \rightarrow\}) > 0$, $\mu(\{\leftarrow, \downarrow\}) > 0$, $\mu(\{\uparrow, \rightarrow\}) > 0$. Then $\nu(|C_o| = 4) > 0$ (see also Lemma 2.2 below), but if any one of these local configurations occurs with probability greater than the critical value $p_{c+}$ of oriented site percolation then clearly also $\theta_+ > 0$.

As for standard percolation models, $\{\exists x : |C_x| = \infty\}$ is a tail event, giving the following result.

**Lemma 2.1.** If $\theta_+ > 0$ then $\nu(\exists x : |C_x| = \infty) = 1$.

When studying degenerate random environments, and random walks therein, our principal interest will be in situations where the following condition (which prevents the random walk from getting stuck on a finite set of sites, see [12]) holds:

$$\theta_+ = 1. \quad (2.1)$$

The following is an explicit condition on $\mu$ that is equivalent to (2.1).

**Lemma 2.2.** Fix $d \geq 1$. Then $\theta_+ = 1$ if and only if there exists a set $V$ of mutually orthogonal unit vectors such that $\mu(\{A : A \cap V \neq \emptyset\}) = 1$.

**Proof.** If such a set $V$ exists then trivially we can construct an infinite self-avoiding path by always following a vector chosen from $V$.

For any $E \subset \{1, 2, \ldots, d\}$, let $V_E = \{+e_i : i \in E\} \cup \{-e_j : j \in \{1, 2, \ldots, d\} \setminus E\}$ and let $B_E = -V_E = \mathcal{E} \setminus V_E$. Note that for each $E$, $V_E$ is an orthogonal set of vectors. If no such $V$ in
Figure 2: Part of a realisation of the set $C_o$ for (a) the model with $\mu(\{\uparrow, \rightarrow\}) = .8 = 1 - \mu(\emptyset)$, and (b) the model with $\mu(\{\uparrow, \rightarrow\}) = .8 = 1 - \mu(\{\downarrow, \leftarrow\})$. The former is a subset of the northeast quadrant, while (loosely speaking) the latter contains the northeast quadrant.

Thus according to Lemma 2.2, models satisfying $\theta_+ = 1$ contain subnetworks (determined by $V$) of random walks. These walks will typically coalesce as in [1] and [25]. Of most relevance to us is the 2-dimensional setting.

**Lemma 2.3.** In the model $(\uparrow \rightarrow)$, $C_x \cap C_y \neq \emptyset$ $\nu$-almost surely for every $x, y$.

**Proof.** Assume first that $x$ and $y$ both belong to the line $\{(i, j) : i + j = 0\}$. Follow the unique path from $x$ (resp. $y$), and after $n$ steps let $X_n$ (resp. $Y_n$) be the first coordinate of the point reached. Then $X_n$ and $Y_n$ follow independent random walks (up to the time they coalesce), with probability $p$ of standing in place, and probability $1 - p$ of moving a step to the right. So $X_n - Y_n$ is a random walk, absorbed at 0, which moves +1 or −1 with probability $p(1 - p)$ each, and otherwise stands in place. Since this nearest neighbour RW is symmetric, it hits 0 with probability 1, which is the desired conclusion.

If $x[1] + x[2] \neq y[1] + y[2]$, just follow the path from one point till it reaches the diagonal line the other starts on, and then apply the same argument.

An easy consequence of Lemmas 2.2 and 2.3 is the following result, whose proof is omitted.

**Corollary 2.4.** Suppose that $d = 2$, $\theta_+ = 1$ and $\mu$ is at least 2-valued. Then $C_x \cap C_y \neq \emptyset$, $\nu$-almost surely, for every $x$ and $y$, except for the model $(\leftrightarrow)$ (and its rotations).
2.1 Percolation

In two dimensions the non-trivial site-percolation models (2-valued models with \( A_2 = \emptyset \)) that fit into our framework are (\( \uparrow \downarrow \cdot \), \( \uparrow \cdot \cdot \cdot \)), and \( \leftrightarrow \cdot \cdot \cdot \). Recall that the first is oriented site percolation (see Durrett [6]), while the third is site percolation (see Grimmett [9]). The intermediate model (\( \uparrow \cdot \cdot \cdot \cdot \cdot \)), where \( \mu(\{\leftarrow, \downarrow \cdot \rightarrow\}) = p \) and \( \mu(\emptyset) = 1 - p \), is partially-oriented site perc. (see Hughes [13] or Mártin and Vannimenus [20]). All three models are monotone in the sense that they can be coupled so that the set of arrows at each site is a non-decreasing function of \( p \). Thus it is immediate that there is a critical \( p_c \) in each case, such that \( \theta_+ > 0 \) if \( p > p_c \), and \( \theta_+ = 0 \) a.s. if \( p < p_c \). We denote these critical probabilities by \( p^{\uparrow \cdot \cdot \cdot} \), \( p^{\uparrow \cdot \cdot \cdot} \), and \( p^{\leftrightarrow} \). Clearly \( p^{\uparrow \cdot \cdot \cdot} \geq p^{\uparrow \cdot \cdot \cdot} \geq p^{\leftrightarrow} \).

Estimates are \( p^{\uparrow \cdot \cdot \cdot} \approx 0.7055 \), \( p^{\uparrow \cdot \cdot \cdot} \approx 0.6317 \) and \( p^{\leftrightarrow} \approx 0.5927 \). See Hughes [13] for references. The best rigorous bounds the authors are aware of are that \( p^{\uparrow \cdot \cdot \cdot} \in [0.6882, 0.7491] \), \( p^{\uparrow \cdot \cdot \cdot} \in [0.5972, 0.7491] \), and \( p^{\leftrightarrow} \in [0.5416, 0.6795] \). Gray, Smythe, and Wierman [8] give the lower bounds for \( p^{\uparrow \cdot \cdot \cdot} \) and \( p^{\uparrow \cdot \cdot \cdot} \). Balister, Bollobás, and Stacey [2] give the upper bound for \( p^{\uparrow \cdot \cdot \cdot} \), which implies that for \( p^{\uparrow \cdot \cdot \cdot} \). The \( p^{\leftrightarrow} \) bounds are from Men’shikov and Pelikh [21] and Wierman [27]. In Section 4 we will establish rigorous bounds on certain other critical values, that appear to improve bounds in the literature.

For the model \( \leftrightarrow \cdot \cdot \cdot \), the cluster of \( o \) in the usual site-percolation sense is our \( M_o \). Moreover, \( B_o = M_o \) provided \( G_o = \leftrightarrow \cdot \cdot \cdot \), and points in \( C_o \) are either in \( M_o \) or are neighbours of such points. These statements all follow because in this model, any connected path of \( \leftrightarrow \cdot \cdot \cdot \) sites is necessarily connected in both directions. The following result is a kind of generalisation of this idea.

**Lemma 2.5.** Suppose there exists \( A \neq \emptyset \) such that \( \mu(A) = p \) and \( \mu(\emptyset) = 1 - p \). Then \( \theta_+ = p \theta_- \).

**Proof.** Given an environment \( G \), define an environment \( G^{**} \) (having the same law as \( G \)) by \( G^{**}_x = G_{-x} \). Let \( \tilde{G} \) be the environment obtained from \( G \) by replacing \( G_o \) by \( \emptyset \). Note that

\[
\{|C_o| = \infty\} = \{G_o = A\} \cap \{\exists x_1 \in \{o + v : v \in A\} : |C_{x_1}| = \infty \text{ in } \tilde{G}\}. \tag{2.2}
\]

The two events on the right of (2.2) are independent since the first depends only on \( G_o \), while the latter depends only on \( \tilde{G} \).

The second event on the right of (2.2) occurs if and only if there is an infinite self-avoiding path \( \vec{x} = \{x_i\}_{i \geq 1} \) of sites such that for each \( i \geq 1 \), \( G_{x_i} = A \) and \( x_i = x_{i-1} + v_i \) (with \( x_0 \equiv o \)) for some \( v_i \in A \). Such a path \( \vec{x} \) exists in \( G \) if and only if the path \(-\vec{x} = \{-x_i\}_{i \geq 1} \) is such that for each \( i \geq 1 \), \( G^{**}_{-x_i} = A \) and \(-x_i = -x_{i-1} + v_i \) (with \( x_0 \equiv o \)) for some \( v_i \in A \), i.e. the path \(-\vec{x}\) is an infinite open path to the origin in \( G^{**} \). Thus we have shown that

\[
\{\exists x_1 \in \{o + v : v \in A\} : |C_{x_1}| = \infty \text{ in } \tilde{G}\} = \{|B_o| = \infty \text{ in } G^{**}\}.
\]

It follows that

\[
\nu(|C_o| = \infty) = \nu(G_o = A) \nu(\exists x_1 \in \{o + v : v \in A\} : |C_{x_1}| = \infty \text{ in } \tilde{G})
= p \nu(|B_o| = \infty \text{ in } G^{**}) = \nu(|B_o| = \infty \text{ in } \tilde{G}) = \nu(|B_o| = \infty).
\]

Note that this result also holds on the triangular lattice in 2-dimensions (this fact will be used in the next section).
The set of points $B_y$ from which $y$ can be reached

There are cases in which points can only ever be reached from finitely many locations. This is known in the case of coalescing random walks (see [25]). We require only the 2-dimensional version.

**Lemma 3.1.** In the model $(↑→)$ with $p \in (0,1)$, $\theta_- = 0$.

**Proof.** Let $L_n = \{x : x^{[1]} + x^{[2]} = -n\}$. Set $X_n = \#\{x \in L_n : x \to o\}$, and let $\mathcal{F}_n$ be the $\sigma$-field generated by the environment on or above $L_n$. Then

$$
\mathbb{E}[X_{n+1} | \mathcal{F}_n] = \sum_{x \in L_{n+1}} \left( p1_{B_o}(x + e_2) + (1 - p)1_{B_o}(x + e_1) \right)
= \sum_{y \in L_n \cap B_o} \left( p + (1 - p) \right) = X_n.
$$

Thus $X_n$ is a non-negative martingale with respect to $\mathcal{F}_n$, whence it converges as $n \to \infty$, and the only possible limit is 0.

As with Lemma 2.1, since $\{\exists x : |B_x| = \infty\}$ is a tail event, we have the following result.

**Lemma 3.2.** If $\theta_- > 0$ then $\nu(\exists x : |B_x| = \infty) = 1$.

We now turn to a class of results, giving environments under which $\theta_- > 0$. We start with a trivial criterion which applies e.g. to the 2-valued model $(\downarrow \uparrow)$.

**Proposition 3.3.** For the model $(\downarrow \uparrow)$ with $p \in (0,1)$:

(a) $\theta_- \in (0,1)$;
(b) almost surely, on the event that \( \mathcal{B}_o \) is infinite, there exists an infinite open path \( \{x_{-n}\}_{n \geq 0} \) ending at \( o \) with \( x_{-n}^{[2]} \to -\infty \) (monotonically);

(c) \( \nu \)-a.s., if \( |\mathcal{B}_x| = |\mathcal{B}_y| = \infty \) then \( |\mathcal{B}_x \cap \mathcal{B}_y| = \infty \).

Proof. Let \( \mathcal{L}_n = Z \times \{-n\} \) and define \( L_n \) and \( U_n \) to be the infimum and supremum of the projection of \( \mathcal{L}_n \cap \mathcal{B}_o \) on the 1st coordinate axis. Of course, if this set is empty then \( L_n = \infty \) and \( U_n = -\infty \). We claim that for each \( n \geq 0 \),

\[
\mathcal{L}_n \cap \mathcal{B}_o = ([L_n, U_n] \cap Z) \times \{-n\}. \tag{3.2}
\]

The claim is established by induction, with the case \( n = 0 \) being trivially true since there are no downward arrows.

Assume this statement for \( n \). Suppose there is at least one \( z \in [L_n, U_n] \) such that \( \mathcal{G}_{(z, -(n+1))} = \{\uparrow\} \). Then \( (z, -(n+1)) \) connects to \( o \) as well, as does any \( (w, -(n+1)) \) which connects to \( (z, -(n+1)) \) by a sequence of \( \to \) or \( \leftarrow \). Thus \( (w, -(n+1)) \) connects to \( o \) whenever \( L_n \leq w \leq U_n \), either directly or via such a \( z \). This is also the case for any \( w = (w_t, -(n+1)) \) such that for every \( k \in [w_t, L_n] \cap Z \), the environment at \( (k, -(n+1)) \) is \( \leftrightarrow \), but not other vertices to the left of \( (L_n, -(n+1)) \). Similarly for \( w \)’s to the right of \( U_n \) at level \( -(n+1) \). In other words, \( L_{n+1} \leq L_n \) and \( U_n \leq U_{n+1} \), and the set of \( (w, -(n+1)) \) connecting to \( o \) forms an interval. On the other hand, if there is no \( z \in [L_n, U_n] \) such that \( \mathcal{G}_{(z, -(n+1))} = \{\uparrow\} \), then no vertex with 2nd coordinate \( -(n+1) \) connects to \( o \) at all. Therefore for each \( n \), either this interval expands \( (L_{n+1} \leq L_n \) and \( U_n \leq U_{n+1} \)) or it disappears altogether \((= 0)\). This verifies (3.2).

Consider the number of integers \( D_n = (U_n - L_n + 1)_+ \) in the interval \([L_n, U_n] \). It is easily checked that \( D_n \) is a Markov chain, that transitions \( k \mapsto 0 \) have probability \( \alpha(k) = p^k \), that transitions \( k \mapsto k \) have probability \( (1 - p)^2(1 - p^k) \), and therefore that all other transitions combined have probability

\[
\beta(k) = 1 - p^k - (1 - p)^2(1 - p^k) = (1 - p^k)p(2 - p) \geq (1 - p)p(2 - p) = c > 0.
\]

Set \( T_0 = 0 \), and let \( T_{k+1} = \min\{n > T_k : D_n \neq D_{T_k}\} \) be the times \( D_n \) changes values. Clearly \( D_0 \geq 1 \), and by induction, \( D_{T_k} \) is either at least \( k \) or it equals \( 0 \). Therefore

\[
\nu(D_{T_{k+1}} > D_{T_k} \mid \mathcal{F}_{T_k}) = \frac{\beta(D_{T_k})}{\alpha(D_{T_k}) + \beta(D_{T_k})} = 1 - \frac{\alpha(D_{T_k})}{\alpha(D_{T_k}) + \beta(D_{T_k})} \geq 1 - \frac{p^k}{c}.
\]

Choose \( \kappa \) so large that \( p^\kappa < c/2 \), and \( \gamma \) such that \( e^{-\gamma t} < 1 - t \) for \( 0 \leq t \leq 1/2 \). Then the above expression is \( \geq e^{-p^\kappa \gamma / c} \) for \( k \geq \kappa \). So by the strong Markov property, and convergence of \( \sum p^k \),

\[
\nu(D_n > 0 \ \forall n) \geq \nu(D_{T_\kappa} > 0) \prod_{j=\kappa}^{\infty} e^{-p^\kappa \gamma / c} > 0.
\]

Thus in fact \( D_n > 0 \) for every \( n \), with positive probability. Whenever all \( D_n > 0 \), it follows that \( D_n \to \infty \) and \( \mathcal{B}_o \) is infinite. Thus \( \theta_- > 0 \). To see that it is \( \theta_+ < 1 \) as well, just observe that the configuration \( \mathcal{G}_{-e_1} = \uparrow = \mathcal{G}_{e_1}, \mathcal{G}_{-e_2} = \leftrightarrow \) establishes that \( \nu(\mathcal{B}_o = \{o\}) > 0 \).
Figure 4: Parts of realisations of the set $B_o$ for the model with $\mu(\{\uparrow, \rightarrow\}) = p = 1 - \mu(\{\leftarrow\})$ for two values of $p$ ($p = .7$ and $p = .3$). Centred at $o$.

For future reference, notice that it follows from our proof that when $B_o$ is infinite, it is almost surely also the case that $L_n \downarrow -\infty$ and $U_n \uparrow \infty$.

To obtain a semi-infinite path through $B_o$, observe that we have at least one finite path from $(U_n, -n)$ to $o$, for each $n$. These can in fact be chosen to form a monotone sequence of paths, in the sense that if two such paths ever meet, we make them coalesce. It follows that the paths so chosen converge as $n \to \infty$. The limit is the desired semi-infinite path.

Finally, the fact that $B_x \cap B_y$ is infinite, whenever $B_x$ and $B_y$ are follows immediately from the monotonicity of $L_n$ and $U_n$, and the fact that $D_n \to \infty$.

We now will establish the same type of result, for the model $(\uparrow \rightarrow \leftarrow)$. See Figure 4. Between them, Propositions 3.3 and 3.4 will allow us to decide whether $\theta_- \in (0, 1)$, for many 2-valued 2-dimensional models. See Table 2 for more details.

**Proposition 3.4.** The assertions of Proposition 3.3 also hold for the model $(\uparrow \rightarrow \leftarrow)$ with $p \in (0, 1)$.

**Proof.** For $n \geq 0$, let $\mathcal{L}_n$, $L_n$ and $U_n$ be defined as in the proof of Proposition 3.3. We will again show by induction that (3.2) holds.

So assume (3.2) for $n$, and consider $B_o \cap \mathcal{L}_{n+1}$. We will examine several cases separately. First, suppose $l \leq L_n \leq U_n \leq u$. Then $L_{n+1} = l$ and $U_{n+1} = u$ if and only if the following conditions hold:

\[
\begin{align*}
\mathcal{G}_{(l-1, -(n+1))} &= \leftarrow \\
\mathcal{G}_{(j, -(n+1))} &= \uparrow \downarrow \quad \text{for } l \leq j \leq L_n \\
\mathcal{G}_{(j, -(n+1))} &= \leftarrow \quad \text{for } U_n < j \leq u \\
\mathcal{G}_{(u+1, -(n+1))} &= \uparrow \downarrow.
\end{align*}
\]
To see this, observe that $x = \langle j, -(n + 1) \rangle \notin B_0$ for $j < l$, since tracing a path from $x$ can only reach $L_n$ strictly to the left of $L_n$, and hence outside $B_0$. Likewise $x = \langle j, -(n + 1) \rangle \notin B_0$ for $j > u$. For $l \leq j \leq L_n$ we can step to the right till we reach $(L_n, -(n + 1))$ and then step up to $(L_n, -n)$. Thus $(j, -(n + 1)) \in B_0$. For $L_n \leq j \leq u$ consider a path that steps either left or up. The first step up will be at a point $(j, -(n + 1))$ with $L_n \leq j \leq U_n$, so by induction the point $(j', -n)$ we reach will lie in $B_0$. Thus $B_0 \cap L_{n+1}$ forms a contiguous block with this scenario.

Now suppose that $L_n < l \leq U_n \leq u$. Then the same argument shows that $L_{n+1} = l$ and $U_{n+1} = u$, and $(j, -(n + 1)) \in B_0$ for $l \leq j \leq u$, provided the following conditions hold:

\[
\begin{align*}
G_{(j, -(n+1))} &= \leftarrow & \text{for } L_n \leq j \leq l \\
G_{(l, -(n+1))} &= \uparrow \downarrow \\
G_{(j, -(n+1))} &= \leftarrow & \text{for } U_n \leq j \leq u \\
G_{(u+1, -(n+1))} &= \uparrow \downarrow .
\end{align*}
\]

Between them, the above scenarios cover all cases in which there is a $L_n \leq j \leq U_n$ with $G_{(j, -(n+1))} = \uparrow \downarrow$. So the only remaining possibility is that

\[
G_{(j, -(n+1))} = \leftarrow \quad \text{for } L_n \leq j \leq U_n,
\]

in which case $B_0 \cap L_{n+1} = \emptyset$, so $L_{n+1} = +\infty$, $U_{n+1} = -\infty$. This verifies (3.2).

Let $l' \leq u'$. We can now also read off $\nu(L_{n+1} = l, U_{n+1} = u \mid L_n = l', U_n = u')$, getting

\[
\begin{align*}
(1 - p)p^{l'-l+1} &+ (1 - p)^{u'-u} p = p^{l'-l+2} (1 - p)^{u'+1}, \quad \text{if } l \leq l' \leq u' \leq u, \\
(1 - p)^{l'-l'} p^{u'-u} p = p^{2} (1 - p)^{l'+u' - l'} &+ (1 - p)^{u' - l'} & & \text{if } l' < l \leq u' \leq u,
\end{align*}
\]

(1 - p)^{u' - l'} if $l = +\infty$, $u = -\infty$.

We now couple these to a pair of independent random walks $L_n^0$ and $U_n^0$ that evolve as follows:

If $U_n^0 = u'$ then $U_{n+1}^0 = u' + j$ with probability $p(1 - p)^j$, for $j \geq 0$. If $L_n^0 = l'$ and $j \geq 1$ then $L_{n+1}^0 = l' + j$ with probability $p(1 - p)^j$. While if $L_n^0 = l'$ and $j \geq 0$ then $L_{n+1}^0 = l' - j$ with probability $p^{j+1}(1 - p)$. It follows that for $l' \leq u'$ we have

\[
\nu(L_{n+1} = l, U_{n+1} = u \mid L_n = l', U_n = u') = \nu(L_{n+1}^0 = l, U_{n+1} = u \mid L_n^0 = l', U_n^0 = u') ,
\]

provided $l \leq l' \leq u$. Put another way, let $T$ be the first $n$ (if any) such that $L_n \cap B_o = \emptyset$, and $T^0$ be the first $n$ such that $L_n^0 > U_n^0$. Then the process $(L_n, U_n)_{0 \leq n < T}$ has the same law as the process $(L_n^0, U_n^0)_{0 \leq n < T^0}$.

Consider statement (a) of the proposition. $B_o$ is infinite exactly when $T = \infty$, so we want to show that $\nu(T^0 = \infty) > 0$. But $T^0$ is the first time the random walk $D_n^0 = L_n^0 - U_{n-1}^0$ hits $[1, \infty)$. So this result boils down to showing that the random walk $D_n^0$ drifts to the left, or in other words, that

\[
\mathbb{E}[\Delta L_n^0] < \mathbb{E}[\Delta U_n^0],
\]

where e.g. $\Delta L_n^0 = L_n^0 - L_{n-1}^0$ for $n \in \mathbb{N}$. In fact,

\[
\mathbb{E}[\Delta L_n^0] = \sum_{j \geq 1} j(1 - p)^j p - \sum_{j \geq 0} j p^{j+1}(1 - p) = \frac{1 - p}{p} - \frac{p^2}{1 - p}
\]
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and

\[ \mathbb{E}[\Delta U_n^0] = \sum_{j \geq 0} j(1-p)^j p = \frac{1-p}{p}. \]

So by the above reasoning, \( \theta_- \in (0, 1) \).

Statement (b) follows as in the proof of Proposition 3.3. To obtain (c) we use the law of large numbers, and the comparison with \( L_n^0 \) and \( U_n^0 \). This shows that whenever \( \mathcal{B}_o \) is infinite, in fact \( U_n/n \to \mathbb{E}[\Delta U_n^0] = (1-p)/p \), and likewise \( L_n/n \to (1-p)/p - p^2/(1-p) \). So suppose \( \mathcal{B}_x \) and \( \mathcal{B}_y \) are both infinite. Without loss of generality, we’ll assume that \( x^{[2]} = y^{[2]} \) and \( x^{[1]} < y^{[1]} \). Let \( L_n(y) \) (resp. \( U_n(x) \)) be the lower (resp. upper) process obtained from our construction, starting not from \( o \) but from \( x \) (resp. \( y \)). Since the asymptotic speed of \( L_n(y) \) is less than the asymptotic speed of \( U_n(x) \), eventually \( U_n(x) > L_n(y) \), providing infinitely many common elements to \( \mathcal{B}_x \) and \( \mathcal{B}_y \).

**Corollary 3.5.** \( \theta_- \in (0, 1) \) for the models \( (\uparrow \downarrow \downarrow \downarrow), (\leftrightarrow \downarrow), \) and \( (\uparrow \uparrow \uparrow \uparrow \uparrow) \) whenever \( p \in (0, 1) \).

**Proof.** Models \( (\leftrightarrow \downarrow) \) and \( (\uparrow \uparrow \uparrow \uparrow \uparrow \uparrow) \) contain the model \( (\leftrightarrow \downarrow) \), while \( (\uparrow \uparrow \uparrow \uparrow \uparrow \uparrow) \) contains the model \( (\uparrow \downarrow \downarrow \downarrow) \). Thus \( \theta_- > 0 \) by Propositions 3.3 and 3.4. In each case it is easy to find trapping configurations showing \( \nu(\mathcal{B}_o = \{o\}) > 0 \).

In order to describe the possible structures of \( \mathcal{B}_x \) clusters, we make the following definition.

**Definition 3.6.** Given \( w : \mathbb{Z} \to \mathbb{Z} \), define \( w_\leq \subset \mathbb{Z}^2 \) and \( w_\geq \subset \mathbb{Z}^2 \) by

\[ w_\leq = \{ y \in \mathbb{Z}^2 : y^{[2]} \leq w(y^{[1]}) \} \quad \text{and} \quad w_\geq = \{ y \in \mathbb{Z}^2 : y^{[2]} > w(y^{[1]}) \}. \]

We say that \( y \) is below \( w \) if \( y^{[2]} \leq w(y^{[1]}) \), and strictly below \( w \) if \( y^{[2]} < w(y^{[1]}) \). We say that \( w \) is an upper blocking function (ubf) for \( \mathcal{G} \) if there is no open path in \( \mathcal{G} \) from \( w_\geq \) to \( w_\leq \). If \( x \) is below an upper blocking function, we say that \( \mathcal{B}_x \) is blocked above.

Defining \( w_\geq \) and \( w_\leq \) similarly, \( w \) is a lower blocking function (lbf) for \( \mathcal{G} \) if there is no path in \( \mathcal{G} \) from \( w_\leq \) to \( w_\geq \), and if \( x \) is above a lbf, then \( \mathcal{B}_x \) is blocked below. The reason for the terminology is the following trivial result.

**Lemma 3.7.** If \( w \) is an upper blocking function, and \( x \) is below \( w \), then \( \mathcal{B}_x \subset w_\leq \). Likewise, if \( w \) is a lower blocking function and \( x \) is above \( w \), then \( \mathcal{B}_x \subset w_\geq \).

For \( C \subset \mathcal{E} \), let \( \mathcal{A}_C = \{ A \subset \mathcal{E} : A \cap C \neq \emptyset \} \). We use the shorthand notation \( \mathcal{A}_{t_e} \) for \( \mathcal{A}_{(e_1, e_2)} \), and \( \mathcal{A}_e \) for \( \mathcal{A}_{(e)} \). We now reveal the possible forms of \( \mathcal{B}_x \) for certain models (see e.g. Figure 5).

**Proposition 3.8.** Fix \( d = 2 \). Suppose that \( \mu(\mathcal{A}_e) > 0 \) for each \( e \in \mathcal{E} \), and \( \mu(\mathcal{A}_{\uparrow}) = \mu(\mathcal{A}_{\downarrow}) = 1 \). Then

(a) \( \nu \)-a.s. one of the following occurs:

(i) \( \mathcal{B}_x \) is finite;
(ii) \( \mathcal{B}_x = \mathbb{Z}^2 \);
(iii) there exists a decreasing ubf \( W : \mathbb{Z} \to \mathbb{Z} \) such that \( \mathcal{B}_x = W_\leq \);
(iv) there exists a decreasing lbf \( W : \mathbb{Z} \to \mathbb{Z} \) such that \( \mathcal{B}_x = W_\geq \).
Figure 5: Part of a realisation of the set $B_o$ for the model with $\mu(\{\uparrow, \rightarrow\}) = .8 = 1 - \mu(\{\leftarrow, \downarrow\})$. Centred at $o$.

(b) At most one of (ii), (iii), (iv) can have positive probability.

(c) $\nu$-a.s. if $|B_x| = |B_y| = \infty$ then $|B_x \cap B_y| = \infty$.

Proof. Without loss of generality, $x = o$. Suppose $y, z \notin B_o$, with $y^{[1]} = z^{[1]}$ and $y^{[2]} < z^{[2]}$. Since $\mu(\mathcal{A}_{\uparrow}) = 1$, we may find SE paths from both $y$ and $z$ that are consistent with the environment, but can be chosen to arise from a model $\tilde{\mu}$ depicted by $(\downarrow \rightarrow)$. This can be achieved by choosing $\downarrow$ and $\rightarrow$ independently at random (using the same probability $q$) at any vertex where both occur. We may now apply (a rotation of) Lemma 2.3 to see that the SE path from $y$ crosses the SE path from $z$ with probability 1. Since these paths lie within $C_y$ and $C_z$ respectively, and both $y, z \in B^c_o$, it follows that both paths lie entirely in $B^c_o$ as well. Following one from $y$ to the intersection point, and then the other backwards in time to $z$ produces a simple polygonal path from $y$ to $z$, all of whose vertices belong to $B^c_o$. Similarly we may also find intersecting NW paths from $y$ and $z$ that use only the moves $\uparrow$ and $\leftarrow$. Following one path from $z$ to the intersection point, and then the other back to $y$ produces a simple polygonal path which also lies entirely within $B^c_o$. Concatenating the two paths gives us a cycle in $B^c_o$ whose vertices lead from $y$ to $z$ and then back to $y$.

Now suppose that $w \in B_o$, with $w^{[1]} = y^{[1]} = z^{[1]}$ but $y^{[2]} < w^{[2]} < z^{[2]}$. There is by definition an open path from $w$ to $o$ which lies entirely in $B_o$. This path cannot cross the above cycle, from which we conclude that $o$ is itself enclosed by the cycle. It follows that $B_o$ is also enclosed by the cycle, and hence that $B_o$ is finite. That is, in this scenario, condition (i) holds.

To put this a different way, suppose that $B_o$ is infinite. The argument above establishes that for every $n \in \mathbb{Z}$, the set of points $y \in B^c_o$ such that $y^{[1]} = n$ forms a vertical interval $\{n\} \times (L_n, U_n)$. Case (ii) above corresponds to this interval being empty for every $n$. So suppose further that
the interval is non-empty for some \( n \). Then constructing SE and NW paths from that point (as above) shows that the interval is in fact non-empty for every \( n \). Even better, running the SE path backwards in time and the NW path forwards in time gives a simple polygonal path within \( \mathcal{B}_o^c \) that crosses every vertical line in \( \mathbb{Z}^2 \).

If \( o \) lies below this path, then we must have \( U_n = +\infty \) for every \( n \), as any path to \( o \) from above our path would have to cross the latter. We will show that case (iii) holds with \( W(n) = L_n \). With this choice of \( W \) we first show that \( W(n) > -\infty \) for each \( n \). Since \( \mathcal{B}_o \) is assumed to be infinite, we have \( W(n) > -\infty \) for some \( n \). Suppose \( W(m) = -\infty \) for some \( m > n \). Choosing the smallest such \( m \), we have \( W(m-1) > -\infty \), and that \((m-1,k) \in \mathcal{B}_o \) for every \( k \le W(m-1) \), but that \((m,k) \notin \mathcal{B}_o \) for any \( k \). In particular, there is no \( \nu \leftarrow \) in any \( \mathcal{G}_{(m,k)} \), \( k \le W(m-1) \), since if there were, following that move from \((m,k) \) would lead into \( \mathcal{B}_o \), from which we could then reach \( o \). This contradicts the assumption that \( \mu(\mathcal{A}_{-e_1}) > 0 \), since the latter easily implies that

\[
\nu(\exists j_0, k_0 \text{ such that } \mathcal{G}_{(j_0,k_0)} \notin \mathcal{A}_{-e_1} \text{ for every } k \le k_0) = 0.
\]

A similar argument, using that \( \mu(\mathcal{A}_{e_1}) > 0 \), rules out \( W(m) = -\infty \) for \( m < n \). It follows that \( W(m) > -\infty \) for every \( m \). In other words, \( W : \mathbb{Z} \to \mathbb{Z} \). Therefore \( \mathcal{B}_o = W_{\le} \), and since no open path can run from \( \mathcal{B}_o^c \) to \( \mathcal{B}_o \), it follows that \( W \) is a ubf.

To see that \( W \) is decreasing, consider \( \mathcal{G}_{(n,W(n)+1)} \). Since \( W(n) + 1 > L_n \), we must have \( \downarrow \notin \mathcal{G}_{(n,W(n)+1)} \). Since \( \mu(\mathcal{A}_{r^+}) = 1 \), it follows that \( \rightarrow \in \mathcal{G}_{(n,W(n)+1)} \). Therefore \((n+1,W(n)+1) \notin \mathcal{B}_o \), so \( W(n+1) \le W(n) \), which establishes (iii).

If \( o \) lies above the constructed path, then the same argument shows that \( -\infty = L_n < U_n < +\infty \) for each \( n \), with \( U_n \) decreasing, which puts us in case (iv) with \( W(n) = U_n \). This establishes (a).

To prove (b), suppose that \( \nu(\mathcal{B}_o \text{ is blocked above}) \ge \delta > 0 \). So

\[
\nu(\exists \text{ an upper blocking function above } o) \ge \delta.
\]

Choose \( n \ge 1 \). We may find a \( k \ge 0 \) such that

\[
\nu(\exists \text{ an upper blocking function } w \text{ above } o, \text{ such that } w(j) \ge -k \text{ for all } |j| \le n) \ge \delta/2.
\]

By translation invariance of \( \nu \), it follows that

\[
\nu(\exists \text{ an upper blocking function above } [-n,n]^2) \ge \delta/2
\]

(just translate \( \mathcal{G} \) upward by \( k+n \)). These are decreasing events, so in fact

\[
\nu(\forall n \ge 1, \exists \text{ an upper blocking function above } [-n,n]^2) \ge \delta/2.
\]

But the latter is a tail event, so by the zero-one law, the probability is actually equal to 1. We conclude that \( \nu(\mathcal{B}_y \text{ is finite or blocked above}) = 1 \) for every \( y \). Likewise, if \( \nu(\mathcal{B}_o \text{ is blocked below}) > 0 \), it follows that \( \nu(\mathcal{B}_y \text{ is finite or blocked below}) = 1 \) for every \( y \).

If \( \nu(\mathcal{B}_o = \mathbb{Z}^2) > 0 \) then \( \nu(\exists \text{ upper blocking function above } o) < 1 \). By translation invariance and what we have just shown, it follows that \( \nu(\exists \text{ upper blocking function above } y) = 0 \) for every \( y \). Thus \( \nu(\mathcal{B}_y \text{ is blocked above}) = 0 \). Likewise \( \nu(\mathcal{B}_y \text{ is blocked below}) = 0 \). Therefore, \( \nu(\mathcal{B}_y \text{ is finite or } = \mathbb{Z}^2) = 1 \) for every \( y \).

Finally if \( |\mathcal{B}_x| = \infty = |\mathcal{B}_y| \) then by (a) and (b) one of (ii)-(iv) holds for both \( x \) and \( y \) and (c) follows in each case. \( \square \)
Corollary 3.9. For the model $(\downdownarrows \leftrightarrow)$ with $p \in (0, 1)$, we have that $\nu(B_0 = \mathbb{Z}^2 \mid |B_0| = \infty) = 1$.

Proof. By Corollary 3.5 the conditional probability is well defined. By symmetry, the events (iii) and (iv) in Proposition 3.8(a) have equal probability, which by (b) must equal 0.

In the following, note the differences with Proposition 3.8; we have fewer possible cases, but on the other hand the path $W(n)$ need not be decreasing (see e.g. Figure 6).

Corollary 3.10. Fix $d = 2$. Suppose that $\mu(A_{\downarrow \rightarrow}) = \mu(A_{\leftarrow \uparrow}) = 1$, and $\mu(A_e) > 0$ for $e \neq -e_2$. Then

(a) $\nu$-a.s. one of the following occurs:

(i) $B_x$ is finite;
(ii) $B_x = \mathbb{Z}^2$;
(iii) There exists a ubf $W : \mathbb{Z} \to \mathbb{Z}$ such that $B_x = W_{\leq}$.

(b) At most one of (ii), (iii) can have positive probability.

(c) $\nu$-a.s., if $|B_x| = |B_y| = \infty$ then $|B_x \cap B_y| = \infty$.

Proof. Simply replicate the proof of Proposition 3.8, using NE paths in place of SE paths. Everything goes through without change, except the property that $W(n)$ is decreasing.

To see that the analogue of case (iv) of Proposition 3.8 will not occur, suppose $B_x$ is infinite and blocked below. Choose $y \in B_x^c$ with $y^{[1]} = x^{[1]}$ and $y^{[2]} < x^{[2]}$. Follow the NE path from $y$ till it reaches some point $z$ with $z^{[2]} > x^{[2]}$. Then follow the NW path from $z$ till it reaches
some point $\tilde{z}$ with $\tilde{z}^{[1]} = x^{[1]}$. By construction, $\tilde{z}^{[2]} > x^{[2]}$ so by (iv) we must have $\tilde{z} \in B_x$. But $y \to z \to \tilde{z} \to x$ implies that $y \to x$, which contradicts the fact that $y \notin B_x$. Thus (iv) is impossible in this setting.

Additional assumptions may allow us to further restrict the possibilities. A trivial result of this type is:

**Corollary 3.11.** In addition to the hypotheses of Corollary 3.10, assume that $\mu(A_{-e_2}) = 0$. Then for each $x$, $\nu$-a.s. either $B_x$ is finite or it is blocked above.

In the remainder of this section, we explore some consequences of the above results for several models of particular interest.

Recall that in the triangular lattice, each vertex 6 neighbours. To construct oriented triangular site percolation (a model which we denote $\uparrow\downarrow\downarrow$), we declare each vertex in $\mathbb{Z}^2$ to be open with probability $p$, independently of each other vertex. Closed vertices connect to no neighbours. Open vertices $x$ connect to 3 neighbours, $x - e_1$, $x + e_2$, and $x - e_1 + e_2$. There is a critical value $p_c^{\uparrow\downarrow\downarrow}$ such that oriented percolation clusters are finite when $p < p_c^{\uparrow\downarrow\downarrow}$ and are infinite with positive probability when $p > p_c^{\uparrow\downarrow\downarrow}$. The estimated value is $p_c^{\uparrow\downarrow\downarrow} \approx 0.5956$ (see De Bell and Essam [4] or Jensen and Guttmann [14]). We have not found rigorous bounds in the literature, though the following inequalities

$$0.5 \leq p_c^{\uparrow\downarrow\downarrow} \leq 0.7491 \quad (3.3)$$

can be inferred from bounds on other models. To be precise, if we decrease the allowed bonds we get $p_c^{\uparrow\downarrow\downarrow} \leq p_c^{\uparrow\downarrow\downarrow} \leq 0.7491$ (the latter due to Balister et al [2]). Similarly, if $p_c^{\text{TSP}}$ denotes the critical threshold for (un-oriented) triangular site percolation, then $p_c^{\uparrow\downarrow\downarrow} \geq p_c^{\text{TSP}} = 1/2$ (see Hughes [13]). We will improve on the lower bound in Theorem 4.12, where we show that $p_c^{\uparrow\downarrow\downarrow} \geq 0.5466$.

**Theorem 3.12.** For the model $\uparrow\downarrow\downarrow$ with $p \in (0,1)$, we have $\theta_- \in (0,1)$, and $\nu$-a.s.

(a) If $1 - p_c^{\uparrow\downarrow\downarrow} \leq p \leq p_c^{\uparrow\downarrow\downarrow}$ and $B_o$ is infinite, then $B_o = \mathbb{Z}^2$.

(b) If $p > p_c^{\uparrow\downarrow\downarrow}$ and $B_o$ is infinite, then there exists a decreasing ubf $W$ such that $B_o = W_\leq$.

(c) If $p < 1 - p_c^{\uparrow\downarrow\downarrow}$ and $B_o$ is infinite, then there exists a decreasing lbf $W$ such that $B_o = W_\geq$.

**Proof.** That $\theta_- \in (0,1)$ is contained in Corollary 3.5. Observe further that the hypotheses of Proposition 3.8 hold. So (a) [resp. (b), resp. (c)] simply states which of (i) or (ii) [resp. (i) or (iii), resp. (i) or (iv)] of Proposition 3.8 holds, for the given range of $p$. In particular to obtain (b) [resp. (c)] it is sufficient to show that $B_o$ is blocked above [resp. below].

Now let $w(n)$ be a decreasing function, and consider under what circumstances it can be an upper blocking function. Vertices in $w_\leq$ which border $w_\leq$ lie above or to the right of $w_\leq$, and can be enumerated naturally to form a sequence of vertices moving upwards and to the left. More precisely, the possible transitions in this sequence of vertices are as follows.

- Upwards, e.g. from $(n,k)$ to $(n,k+1)$. This happens if $w(n) < k < w(n-1)$.
- Leftwards, e.g. from $(n,k)$ to $(n-1,k)$. This happens if $w(n) = w(n-1) = k - 1$.
- Diagonally to the NW, e.g. from $(n,k)$ to $(n-1,k+1)$. This happens if $w(n) < k = w(n-1)$. 
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We recognize these as the three connections from the vertex \((n, k)\) (if that vertex is open) in oriented triangular site percolation model \(\mathbb{S}_\uparrow\). For \(w(n)\) to be an upper blocking function, it is necessary and sufficient that each vertex in this sequence have local environment \(\uparrow\rightarrow\). Calling \(\uparrow\rightarrow\) vertices “open” and \(\uparrow\downarrow\) vertices “closed”, we have established the kind of duality relation that is familiar from percolation: upper blocking functions for our random environment correspond precisely to clusters for oriented triangular site percolation.

Thus upper blocking functions exist if and only if there are doubly infinite oriented percolation clusters. In other words, if and only if there are points \(x\) such that \(B_{\uparrow\rightarrow x}\) and \(C_{\uparrow\rightarrow x}\) are both infinite (where the superscript indicates that we are referring to connections in the \(\mathbb{S}_\uparrow\) model described above). Trivially this does not occur when \(p < p_{\uparrow\rightarrow\uparrow}^c\). Observe that the argument of Lemma 2.5 applies equally well to the lattice \(\mathbb{S}_\uparrow\). If \(p = p_{\uparrow\rightarrow\uparrow}^c\) then \(B_{\uparrow\rightarrow x}\) and \(C_{\uparrow\rightarrow x}\) are both finite. This is the content of Theorem 1 of Grimmett and Hiemer [11] (proved for a different lattice, but one can check that the argument carries over).

If \(p > p_{\uparrow\rightarrow\uparrow}^c\) then \(\nu(|C_{\uparrow\rightarrow x}| = \infty) > 0\) for each \(x\), and so \(\nu(|B_{\uparrow\rightarrow x}| = \infty) > 0\). Since the events \(|B_{\uparrow\rightarrow x}| = \infty|\) and \(|C_{\uparrow\rightarrow x}| = \infty|\) depend on disjoint sets of sites (or by the FKG inequality) we also have \(\nu(|C_{\uparrow\rightarrow x}| = \infty|B_{\uparrow\rightarrow x}| > 0\). So when \(p > p_{\uparrow\rightarrow\uparrow}^c\), ubf’s exist with positive probability, and so claim (b) holds by Proposition 3.8. By symmetry, lbf’s exist if \(p < 1 - p_{\uparrow\rightarrow\uparrow}^c\) and so (c) holds. Claim (a) now also follows from Proposition 3.8 since in this case \(B_x\) is neither blocked above nor below.

\[ \square \]

Now consider the site percolation model \(\mathbb{S}_\uparrow\), where an open vertex \(x \in \mathbb{Z}^2\) connects to 5 neighbours \(x - e_1, x + e_2, x - e_1 + e_2, x - e_2, x - e_1 - e_2\). Denote the critical \(p\) for this model by \(p_{\uparrow\rightarrow\uparrow}^c\). We have not found numerical estimates for \(p_{\uparrow\rightarrow\uparrow}^c\) in the literature, and the best bounds available seem to be

\[ 0.3205 \leq p_{\uparrow\rightarrow\uparrow}^c \leq 0.7491; \] (3.4)

One obtains the upper bound from the inequalities \(p_{\uparrow\rightarrow\uparrow}^c \leq p_{\uparrow\rightarrow\uparrow}^c \leq p_{\uparrow\rightarrow\uparrow}^c\) and the bound of Balister et al [2] on the latter. The lower bound comes from the inequality \(p_{\uparrow\rightarrow\uparrow}^c \geq 1 - p_{\uparrow\rightarrow\uparrow}^c\) (a consequence of Corollary 3.14 below, or obtained from the duality between the square lattice and the next-nearest-neighbour square lattice – see Russo [24]), and the upper bound on \(p_{\uparrow\rightarrow\uparrow}^c\) of Wierman [27]. We will improve on the lower bound in Theorem 4.11, where we show that \(p_{\uparrow\rightarrow\uparrow}^c \geq 0.4311\).

**Theorem 3.13.** For the model \(\uparrow\rightarrow\) with \(p \in (0, 1)\) we have \(\theta_- \in (0, 1)\), and \(\nu\)-a.s.

(a) If \(p \geq 1 - p_{\uparrow\rightarrow\uparrow}^c\) and \(\mathcal{B}_0\) is infinite, then \(\mathcal{B}_0 = \mathbb{Z}^2\).

(b) If \(p < 1 - p_{\uparrow\rightarrow\uparrow}^c\) and \(\mathcal{B}_0\) is infinite, then there exists a ubf \(W\) such that \(\mathcal{B}_0 = W\).

**Proof.** That \(\theta_- \in (0, 1)\) is contained in Corollary 3.5. Next, observe that the hypotheses of Corollary 3.10 hold. Following the previous argument, we let \(w : \mathbb{Z} \to \mathbb{Z}\) be any function (not necessarily monotone; see Figure 6), and consider when it can be an upper blocking function. Again, vertices in \(w_<\) which border \(w_<\) now can lie immediately above, to the right, or to the left of points in \(w_<\). Such vertices can again be enumerated to form a sequence, though this time there can be repetition. More precisely, the possible transitions in this sequence are as follows.

- Upwards, e.g. from \((n, k)\) to \((n, k + 1)\). This happens if \(w(n) < k < w(n - 1)\).
We recognize these as the 5 connections from the vertex \((n, k)\) (if that vertex is open) in the \(\mathcal{C}_d\) model. For \(w(n)\) to be an upper blocking function, it is necessary and sufficient that each vertex in this sequence have local environment \(\uparrow\), since any arrow of \(\uparrow\) would give an open path from \(w_>\) into \(w_<\). Calling \(\uparrow\) vertices “open” and \(\downarrow\) vertices “closed”, we have established the same kind of duality relation as before: upper blocking functions for our random environment correspond precisely to doubly infinite oriented paths in percolation clusters for \(\mathcal{C}_d\).

Clearly if \(1 - p < p_{e^{d}}\), no such doubly infinite \(\mathcal{C}_d\) percolation-paths of \(\uparrow\) sites exist. If \(1 - p = p_{e^{d}}\) then Theorem 1 of Grimmett and Hiemer [11] can once more be extended to our lattice, showing that percolation clusters for \(\mathcal{C}_d\) are finite. This establishes (a).

If \(1 - p > p_{e^{d}}\) then \(\nu(|\mathcal{C}_{e^{d}}| = \infty) > 0\), so by Lemma 2.5 (for the lattice \(\mathcal{C}_d\)) and the FKG inequality, \(\nu(|\mathcal{B}_{o^{d}}| = \infty = |\mathcal{C}_{o^{d}}|) > 0\). Thus ubf’s exist with positive probability, and therefore by Corollary 3.10 ubf’s exist almost surely. This establishes (b).

Of the 2-valued models in \(d = 2\), which ones exhibit the kind of phase transitions of \(\mathcal{B}_x\) that we have been examining? In other words, when does \(\mathcal{B}_x = \mathbb{Z}^2\) happen for some \(p\) but not others? We have seen two such models already: \((\downarrow\downarrow, \uparrow\downarrow)\) and \((\uparrow\downarrow, \uparrow)\). It turns out that there are precisely three more (modulo rotations and reflections) — see Table 2. The following result describes what happens for each of them. We don’t give a proof, since the arguments are simple modifications of ones given already. In each case, \(p\) is the probability of the first listed local configuration. Note that in these models it is not possible for \(\mathcal{B}_o\) to be finite, since (3.1) shows that each \(\mathcal{B}_o\) contains a half line. Thus the alternatives are being \(\mathbb{Z}^2\) or being blocked.

**Corollary 3.14.** For \(d = 2\), the following models have phase transitions as shown.

(a) \((\uparrow\downarrow, \uparrow\downarrow)\): \(\nu(\mathcal{B}_o = \mathbb{Z}^2) = 1\) when \(1 > p \geq 1 - p_{e^{d}}; \mathcal{B}_o\) is blocked above when \(p < 1 - p_{e^{d}}\).

(b) \((\leftrightarrow, \uparrow\downarrow)\): \(\nu(\mathcal{B}_o = \mathbb{Z}^2) = 1\) when \(1 \geq p \geq 1 - p_{e^{d}}; \mathcal{B}_o\) is blocked above when \(p < 1 - p_{e^{d}}\).

(c) \((\leftrightarrow, \uparrow)\): \(\nu(\mathcal{B}_o = \mathbb{Z}^2) = 1\) when \(1 \geq p \geq 1 - p_{e^{d}}; \mathcal{B}_o\) is blocked above when \(p < 1 - p_{e^{d}}\).

Note that the models (b) and (c) above are monotone models since one configuration is a subset of the other.

One can prove duality-type results analogous to those in this section, for the sets \(\mathcal{C}_x\), as well as results about the asymptotic shape of \(\mathcal{B}_x\) or \(\mathcal{C}_x\) when these are blocked above or below. We hope to include them in a subsequent paper.
\[
\begin{array}{|c|c|c|}
\hline
d & \text{rigorous} & \text{estimate} \\
\hline
2 & 2.6256 \leq \sigma_2 \leq 2.6792 & 2.63816 \\
3 & 4.5721 \leq \sigma_3 \leq 4.7114 & 4.68404 \\
4 & 6.7429 \leq \sigma_4 \leq 6.8040 & 6.77404 \\
5 & 8.8285 \leq \sigma_5 \leq 8.8602 & 8.83854 \\
\hline
\end{array}
\]

Table 1: Rigorous lower and upper bounds and numerical estimates for the self-avoiding walk connective constant $\sigma_d$ for $d = 2, 3, 4, 5$ (square lattice), see Finch [7, Table 5.2] and Jensen [15].

4 The communicating clusters $\mathcal{M}_x = \mathcal{C}_x \cap \mathcal{B}_x$

In this section we examine the sets of points that communicate. In many cases, the following trivial lemma immediately shows that $\theta = 0$.

Lemma 4.1. Suppose there is some $e$ such that $\mu(\{A : e \in A\}) > 0$ but $\mu(\{A : -e \in A\}) = 0$. Then $\mathcal{M}_x \subset \{y : (y - x) \cdot e = 0\}$ a.s., for every $x$.

This shows that $\theta = 0$ in such cases as models ($\leftrightarrow\uparrow$) and ($\uparrow\leftrightarrow\downarrow$). We will now give a non-trivial condition on $\mu$ which guarantees that $\mathbb{E}[|\mathcal{M}_o|] < \infty$, and hence that $\theta = 0$. Let $\sigma_d$ denote the self-avoiding walk connective constant in $d$ dimensions, defined as $\sigma_d := \lim_{N \to \infty} c_N^{1/N}$, where $c_N = c_N(d)$ is the number of self-avoiding walks of length $N$ (see e.g. [19]). See Table 1 for values of $\sigma_d$ for $d = 2, 3, 4, 5$. In what follows, $\|x\|_1 = \sum_{i=1}^d |x[i]|$ for $x \in \mathbb{Z}^d$.

Theorem 4.2. Fix $d \geq 2$, and suppose that there exists a set $V$ of mutually orthogonal unit vectors such that $\mu(\{A : \emptyset \neq A \subset V\}) \geq 1 - \epsilon$. Then $\mathbb{E}[|\mathcal{M}_o|] < \infty$ if $\epsilon < \sigma_d^{-2}$.

Proof. Without loss of generality, assume that $V = \{e_1, \ldots, e_k\}$ for some $k \leq d$, and let $v = \sum_{u \in V} u$. Let $L^+$ (resp. $L^-$) be the set of points $x \in \mathbb{Z}^d$ such that $x \cdot v \geq 0$ (resp. $\leq 0$). Let $L^+_N = L^+ \cap \{x : \|x\|_1 = N\}$ and similarly for $L^-_N$. Note that $\{x : \|x\|_1 < r\} \cup \bigcup_{N=r}^\infty (L^+_N \cup L^-_N) = \mathbb{Z}^d$.

Suppose that $\mu(\{A : \emptyset \neq A \subset V\}) \geq 1 - \epsilon$. We claim that for $\epsilon < \sigma_d^{-2}$ there exist $c > 0$ and $\eta \in (0, 1)$ such that for all $N$,

$$\nu(\mathcal{C}_o \cap L^-_N \neq \emptyset) < c\eta^N. \quad (4.1)$$

Assume for the moment that this is true. For $x \in L^-_N$, $\nu(x \in \mathcal{C}_o) \leq \nu(\mathcal{C}_o \cap L^-_N \neq \emptyset)$. Likewise if $x \in L^+_N$ then by translation invariance, $\nu(o \in \mathcal{C}_x) = \nu(-x \in \mathcal{C}_o) \leq \nu(\mathcal{C}_o \cap L^-_N \neq \emptyset)$. For $r \gg 1$, this
implies that
\[
\mathbb{E}[\|\mathcal{M}_o\|] = \mathbb{E} \left[ \sum_{x \in \mathbb{Z}^d} I_{\{x \in C_o\}} I_{\{o \in C_x\}} \right] \leq \sum_{x \in \mathbb{Z}^d} \nu(x \in C_o)^{\frac{1}{2}} \nu(o \in C_x)^{\frac{1}{2}}
\]
\[
\leq \sum_{x : \|x\|_1 < r} 1 + \sum_{N=r}^{\infty} \left( \sum_{x \in L_N^-} \nu(x \in C_o)^{\frac{1}{2}} + \sum_{x \in L_N^+} \nu(o \in C_x)^{\frac{1}{2}} \right)
\leq C_d r^d + c^d \sum_{N=r}^{\infty} \left( \sum_{x \in L_N^-} \eta^N + \sum_{x \in L_N^+} \eta^N \right) \leq C_d r^d + \sum_{N=r}^{\infty} C_d N^{d-1} \eta^N < \infty.
\]
Hence it only remains to verify the claim of (4.1).

If \(C_o \cap L_N^- \neq \emptyset\) then there is an open self-avoiding path from \(o\) to some \(x\) such that \(\sum_{i=1}^k x_i \leq 0\) and \(\|x\|_1 = N\). Moreover any finite path connecting \(o\) to \(x\) must consist of at least \(N\) steps, with at least half of the steps of the path being taken in the directions taken from \(\{e_1, \ldots, e_k\}\) (if more than half of the steps of a finite path are taken from \(\{e_1, \ldots, e_k\}\), then the endpoint \(y\) of the path must have \(\sum_{i=1}^k y_i > 0\)).

The probability that at least one of the \(c_N\) self-avoiding paths of length \(N\) is an open path, at least half of whose steps are in the directions \(\{e_1, \ldots, e_k\}\) is at most \(c_N\) times the maximum (over paths) probability that a particular such path is open. Any such path has at least \(\lceil N/2 \rceil\) steps in \(\{e_1, \ldots, e_k\}\), each of which is open with probability at most \(\epsilon\). It follows that the probability that there is an open self-avoiding path of length \(N\) starting from the origin, at least half of whose steps are in the directions \(\{e_{k+1}, \ldots, e_d\}\) is at most
\[
c_N \epsilon^{\frac{N}{2}} \leq C \eta^N,
\]
provided that \(\sqrt{\epsilon} \sigma_d < \eta\). Accordingly, if \(\epsilon < \sigma_d^{-2}\), we can find such an \(\eta < 1\).

Note that we can improve on the bound \(\sigma_d^{-2}\) with more information about the measure \(\mu\). For example, suppose in addition to the hypotheses of Theorem 4.2, we have a dichotomy
\[
\mu(\{A : A \subset V \text{ or } A \subset V^c\}) = 1.
\]

Then as long as \(\epsilon < 1/2\), the bound on the relevant probability becomes
\[
c_N \epsilon^{\frac{N}{2}} (1 - \epsilon)^{N-1} \leq C \eta^N,
\]
and solving the quadratic inequality, we find an \(\eta < 1\) giving the conclusion of the theorem, provided that
\[
\epsilon < \epsilon_0^d = \frac{1}{2} \left( 1 - \sqrt{1 - \frac{4}{\sigma_d^2}} \right).
\]
For \(d = 2\), the rigorous upper bound on \(\sigma_2\) gives values \(\sigma_2^{-2} = 0.13931\) and \(\epsilon_0^2 = 0.16730\).

This immediately implies the following.
Corollary 4.3. All $\mathcal{M}_x$ are finite in the model $\mathcal{M}_x$ whenever $p > 1 - \epsilon^0_x = 0.83270$ or $p < \epsilon^0_x = 0.16730$, and in the model $\mathcal{M}_x$ whenever $p < \epsilon^0_x = 0.16730$.

For further 2-dimensional examples, see Table 2. For $d \geq 2$ we call the model $(\mathcal{E}_+ \mathcal{E}_-)$ the orthant model (so $\mathcal{M}_x$ is the case $d = 2$). For this model we have that $\mathcal{M}_x$ is a.s. finite whenever $p < \epsilon^0_d$ or $p > 1 - \epsilon^0_d$.

For some models we can instead show that there are infinite mutually-connected clusters. The following two lemmas are trivial and apply e.g. to models $(\mathcal{M}_x \mathcal{M}_y)$ and $(\mathcal{M}_x \mathcal{M}_y)$ respectively.

Lemma 4.4. Suppose there is an $e$ such that $\mu(\{A : e \in A, -e \in A\}) = 1$. Then $\theta = 1$.

Lemma 4.5. Suppose that for every $e$, $\mu(\{A : e \in A\}) > 0$, and that for some $\tilde{e}$, $\mu(\{A : \tilde{e} \in A, -\tilde{e} \in A\}) = 1$. Then $\mathcal{M}_x = \mathbb{Z}^d$ for every $x$.

In the more interesting cases, which we now turn to, there will be a unique infinite $\mathcal{M}_x$, and infinitely many finite $\mathcal{M}_y$. We start with the following stronger definition.

Definition 4.6. We say that $\mathcal{G}$ has a gigantic $\mathcal{M}$-component if there is an $x$ such that $\mathcal{M}_x$ is infinite and all $\mathbb{Z}^d$-connected components of $\mathcal{Z}^d \setminus \mathcal{M}_x$ are finite.

Lemma 4.7. Assume that $\theta_+ = 1$ and that $\mathcal{G}$ has a gigantic $\mathcal{M}$-component $\mathcal{M}_x$. Then $\nu$-a.s.,

(a) $\mathcal{M}_x$ is the only infinite equivalence class for the communication relation,

(b) $\mathcal{C}_y \supset \mathcal{M}_x$ for every $y$, so all $\mathcal{C}_y$ intersect, and $\mathcal{C}_y = \mathcal{M}_x$ for $y \in \mathcal{M}_x$,

(c) $\mathcal{B}_y = \mathbb{Z}^d$ for $y \in \mathcal{M}_x$, and $\mathcal{B}_y$ is finite otherwise.

Proof. (a) is immediate, since each $\mathcal{M}_y$ is connected, and either coincides with $\mathcal{M}_x$ or is disjoint from it. In the latter case, it is therefore contained in a component of $\mathcal{Z}^d \setminus \mathcal{M}_x$, which is finite by hypothesis. Since all $\mathcal{C}_y$ are infinite, they leave finite components of $\mathcal{Z}^d \setminus \mathcal{M}_x$, and hence intersect $\mathcal{M}_x$. This implies that $\mathcal{C}_y \supset \mathcal{M}_x$ for every $y$ and that $\mathcal{B}_y = \mathbb{Z}^d$ for $y \in \mathcal{M}_x$ and that $\mathcal{B}_y \in \mathbb{Z}^d \setminus \mathcal{M}_x$ is finite otherwise. Finally, since $\mathcal{C}_z \supset \mathcal{M}_x$ for any $z$, if $y \in \mathcal{M}_x$ then $y \in \mathcal{C}_z$ for each $z \in \mathcal{C}_y$ so $\mathcal{C}_y \supset \mathcal{M}_y = \mathcal{M}_y$ if $y \in \mathcal{M}_x$.

Under the assumption $\theta_+ = 1$, we believe that having $\mathcal{B}_y = \mathbb{Z}^2$ in 2 dimensions is equivalent to having $\mathcal{M}_y$ be a gigantic $\mathcal{M}$-component. The following theorem verifies this under additional regularity conditions on $\mu$.

Theorem 4.8. Assume the hypotheses of Proposition 3.8 or Corollary 3.10. There is $\nu$-almost surely a gigantic $\mathcal{M}$-component $\iff \nu(\mathcal{B}_0 = \mathbb{Z}^2) > 0$.

Proof. Note that the hypotheses of Proposition 3.8 or Corollary 3.10 imply $\theta_+ = 1$. So the $\Rightarrow$ direction just reiterates (c) of Lemma 4.7, and we must prove $\Leftarrow$.

First, assume the hypotheses of Corollary 3.10. Suppose $\{\mathcal{B}_0 = \mathbb{Z}^2\}$ has positive probability. Then $\nu$-a.s., $\mathcal{B}_y$ is infinite for some $y$ by Lemma 3.2, and by Corollary 3.10, $\mathcal{B}_y = \mathbb{Z}^2$. Thus, $\mathcal{M}_y = \mathcal{C}_y$ is infinite a.s. since $\theta_+ = 1$. Likewise any other $z$ with $\mathcal{M}_z$ infinite automatically has $\mathcal{B}_z = \mathbb{Z}^2$, and hence $\mathcal{M}_z = \mathcal{M}_y$ (as we can get $y \leftrightarrow z$). Thus there is only one infinite equivalence
class for the communication relation, which we denote by $\mathcal{M}$. It remains to show that $\mathcal{M}$ is gigantic, that is, that connected components of $\mathbb{Z}^2 \setminus \mathcal{M}$ are finite.

Suppose $o \notin \mathcal{M}$. It is sufficient to consider the $\mathbb{Z}^2 \setminus \mathcal{M}$-connected component of $o$. By ergodicity, find $x_0$ and $x_1$ in $\mathcal{M}$ with $x_0^1 = x_1^1 = 0$ and $x_0^2 < 0 < x_1^2$. Run the NW paths (corresponding to a subnetwork $(\uparrow \leftarrow)$) from $x_0$ and $x_1$. By Lemma 2.3 these paths meet at some point $x_2$. Run NE paths (corresponding to $(\uparrow \rightarrow)$) from $x_0$ and $x_1$ till they meet at a point $x_3$. Since $x_0 \in \mathcal{M}$ we know that $B_{x_0} \supset \mathcal{M}_{x_0} = \mathcal{M}$ is infinite, and therefore $B_{x_0} = \mathbb{Z}^2$. So $\mathcal{M} = \mathcal{M}_{x_0} = C_{x_0}$. Likewise $\mathcal{M} = \mathcal{M}_{x_1} = C_{x_1}$. The four paths $x_0 \rightarrow x_2$, $x_1 \rightarrow x_2$, $x_0 \rightarrow x_3$, and $x_1 \rightarrow x_3$ therefore all lie in $\mathcal{M}$ and enclose $o$ between them. Since they enclose $o$, they also enclose the connected component of $\mathbb{Z}^2 \setminus \mathcal{M}$ which contains $o$. Thus this component is finite, as required.

A similar argument works if we assume the hypotheses of Proposition 3.8 instead. □

Combining Theorem 4.8 with Corollary 3.9, Corollary 3.14, and Theorems 3.12 and 3.13, we obtain the following (see Theorems 4.11 and 4.12 for estimates of the critical probabilities herein).

**Theorem 4.9.** $\mathcal{G}$ has a gigantic $\mathcal{M}$-component almost surely [resp. with probability zero], in the following cases:

(a) the model $(\leftrightarrow \downarrow)$ with $0 < p < 1$;

(b) the model $(\uparrow \downarrow \downarrow)$ with $1 - p_c^{\uparrow\downarrow} \leq p \leq p_c^{\uparrow\downarrow}$ [resp. $0 \leq p < 1 - p_c^{\uparrow\downarrow}$ or $p_c^{\uparrow\downarrow} < p \leq 1$]

(c) the models $(\uparrow \uparrow \uparrow \downarrow)$ and $(\leftrightarrow \leftrightarrow \uparrow \downarrow)$ with $1 - p_c^{\uparrow\downarrow} \leq p < 1$ [resp. $0 \leq p < 1 - p_c^{\uparrow\downarrow}$]

(d) the models $(\uparrow \downarrow \uparrow)$ and $(\leftrightarrow \leftrightarrow \uparrow)$ with $1 - p_c^{\uparrow\downarrow} \leq p < 1$ [resp. $0 \leq p < 1 - p_c^{\uparrow\downarrow}$]

Note that the regularity hypotheses of Corollary 3.10 by themselves do not rule out the possibility that there exist infinite $\mathcal{M}_x$ which fail to be gigantic components. For example, the model $(\uparrow \downarrow \leftrightarrow)$ satisfies the hypotheses of Corollary 3.10 if we rotate it by $180^\circ$, but for each $x$, $\mathcal{M}_x$ is the horizontal line containing $x$. The techniques of the current paper also do not resolve the question of whether there can be multiple infinite (but not gigantic) $\mathcal{M}_x$ clusters for the model $(\uparrow \downarrow \leftrightarrow)$. This would follow if $\theta(p) = 0$ whenever $0 < p < 1 - p_c^{\uparrow\downarrow}$ or $p_c^{\uparrow\downarrow} < p < 1$. We have another argument which we believe proves the latter, and hope to include it in a subsequent paper.

The rest of this section will be spent giving elementary arguments that gigantic $\mathcal{M}$ components exist in several models, for $p$’s in various concrete intervals. Because of the structural results derived earlier, this automatically provides bounds on the critical percolation values $p_c^{\uparrow\downarrow}$ and $p_c^{\leftrightarrow}$. As far as we are aware, these bounds improve on what is in the literature (see (3.3) and (3.4)), but the main purpose is to understand what can be deduced in an elementary way using the approach through degenerate environments.

We will use the notion of an open cycle, by which we mean a set of vertices $R$ which can be enumerated as a closed path $x_0 x_1 x_2 \ldots x_N$ such that $x_0 = x_N$ and $x_{n+1} - x_n \in \mathcal{G}_{x_n}$ for $0 \leq n < N$. The idea will be to construct, for each $M \geq 1$, an open cycle $R_M$ that encloses the box $[-M, M]^2$. If $B_x$ is infinite, then whenever $M > |x^1| \lor |x^2|$ we have $x \in [-M, M]^2$, so $B_x$ intersects $R_M$. This implies that $R_M \subset B_x$. Likewise $C_x$ is infinite (assuming (2.1)), so intersects $R_M$, from which it follows that $R_M \subset C_x$. Thus $R_M \subset \mathcal{M}_x$ for all sufficiently large $M$, implying that $\mathcal{M}_x$ is infinite.
Moreover, the construction implies that all connected components of \( \mathbb{Z}^2 \setminus \mathcal{M}_x \) are contained within some \( R_M \), so must be finite. In other words, we have proved the following:

**Lemma 4.10.** Assume \( d = 2 \) and that \( \theta = 1 \). Assume further that open cycles \( R_M \) can be constructed enclosing arbitrarily large boxes \([-M, M]^2\). Then \( \mathcal{M}_x \) is a gigantic \( \mathcal{M} \)-component whenever \( B_x \) is infinite.

An easy application is to give an alternate proof of the existence of a gigantic \( \mathcal{M} \)-component in the \((\leftrightarrow \downarrow)\) model:

**Alternate proof of Theorem 4.9.** For fixed \( M \geq 1 \) we can build an outward spiral path from the following pieces.

- Follow a SW path from \( y_0 = (-M, M) \) till it reaches a point \( y_1 \) with \( y_1^2 = -M \).
- Then follow a SE path till it reaches a \( y_2 \) with \( y_2^1 = M \).
- Then follow a NE path till it reaches a \( y_3 \) with \( y_3^2 = M \).
- Then follow a NW path till it reaches a \( y_4 \) with \( y_4^1 = -M \).
- Then follow a SW path till it reaches a \( y_5 \) with \( y_5^2 = -M \).
- Then follow a SE path till it reaches a \( y_6 \) with \( y_6^1 = M \).
- Then follow a NE path till it reaches a \( y_7 \) with \( y_7^2 = M \).

It is possible that for some large \( M \), this spiral closes in on itself, in which case we’ve produced the desired open cycle. If it doesn’t, then by Proposition 3.3, for all \( M \) sufficiently large, there exists \( x \in [-M, M]^2 \) with \( B_x \) infinite for the submodel \((\leftrightarrow \uparrow)\). By Proposition 3.3(b) there is an infinite open path to \( x \), which must cross our spiral at some point \( z \) between \( y_4 \) and \( y_7 \), and then again at some \( z' \) between \( y_0 \) and \( y_3 \). Following the spiral from \( z' \) around to \( z \), and then moving from \( z \) to \( z' \) along the path in \( B_x \) produces the cycle \( R_M \). Now apply Lemma 4.10.

As remarked below (3.4), the following theorem improves on the existing bound \( p_{13}^{32} \geq 0.3205 \).

**Theorem 4.11.** For the model \((\uparrow \downarrow \leftrightarrow)\), if \( p^3 - p^2 + 2p - 1 > 0 \) and \( p < 1 \) then \( G \) has a gigantic \( \mathcal{M} \)-component, almost surely. In consequence, \( p_{13}^{32} \geq 0.4311 \).

**Proof.** We will again show that there is a gigantic \( \mathcal{M} \)-component by constructing arbitrarily large cycles \( R_M \). Again our network contains the network \((\leftrightarrow \uparrow)\) so by Lemma 3.2 and Proposition 3.3 there is an \( x \) such that \( B_x \) contains a semi-infinite path \( \ldots x_2 x_1 x_0 \) to \( x \) such that \( x[2] \) is monotone. Without loss of generality, we take this \( x = o \).

As in the alternate proof of Theorem 4.9, we may construct NE and NW paths in our network from arbitrary initial vertices. But we will also need paths that play the role of SE or SW paths in that proof. Here these will be paths that only move SE on average, or SW on average. So define the SEoA path from a \( \uparrow \rightarrow \) vertex to go \( \downarrow \) if this leads to another \( \uparrow \rightarrow \) vertex, and otherwise to go \( \rightarrow \). From a \( \uparrow \) vertex, the path of course goes \( \uparrow \). We define a SWoA path similarly. By construction,
the SEoA path never takes a west step and the SWoA path never takes an east step. Our first task is to see when these paths actually do – on average – move in the desired direction.

Let \( z \) be the initial point of the SEoA path, and let \( W \) be the vertical distance travelled before moving sideways. So \( W = -k \leq 0 \) means that \( z \) as well as the \( k \) points directly below it are \( \uparrow \downarrow \), while the point below them is \( \uparrow \). Likewise, \( W = k \geq 1 \) means that \( z \) as well as the \( k - 1 \) points directly above it are \( \uparrow \), while the point above them is \( \downarrow \uparrow \). Thus

\[
\mathbb{E}[W] = -\sum_{k \geq 0} kp^{k+1}(1 - p) + \sum_{k \geq 1} kp(1 - p)^k = \frac{p^2}{1 - p} + \frac{1 - p}{p} = \frac{-p^3 - p^2 + 2p - 1}{p(1 - p)}.
\]

In particular, if \( p^3 - p^2 + 2p - 1 > 0 \), then the SEoA paths (resp. SWoA paths) drift SE (resp. SW) on average.

So assume \( p^3 - p^2 + 2p - 1 > 0 \), and construct the cycle as follows. Let \( z^i = z_0^i z_1^i \ldots \) be the SEoA path starting from \((-i, M)\) and ending at \((M, k)\) for some \( k \). Note that two such paths coalesce if/when they meet. Because \( \mathbb{E}[W] < 0 \), the probability that \([-M, M]^2\) lies entirely above this path converges to 1 as \( i \rightarrow \infty \). So we may almost surely find an \( i \) so that this is the case. In fact, we may find an increasing sequence \( i(0), i(1), \ldots \) such that \( z^{i(k)} \) lies entirely above \( z^{i(k+1)} \) for \( k \geq 0 \), and \([-M, M]^2\) lies entirely above each \( z^{i(k)} \).

We may now build a spiral path as follows:

- From \( y_1 = z_0^{i(0)} \) (which has \( y_1^{[1]} = M \)), follow the SEoA path till it reaches a point \( y_2 \) with \( y_2^{[1]} = M \). By construction, \([-M, M]^2\) lies above this path.

- From \( y_2 \) follow the NE path till it reaches a point \( y_3 \) with \( y_3^{[2]} = M \).

- From \( y_3 \) follow the NW path till it reaches a point \( y_4 \) with \( y_4^{[1]} = -M \).

- From \( y_4 \) follow the SWoA path till it hits some path \( z^{i(k)} \) at a point \( y_5 \). It must do so because eventually it lies below the line \( x^{[2]} = M \), so \( z^{i(k)} \) will cross it for \( k \) sufficiently large.

- From \( y_5 \) follow the SEoA path \( z^{i(k)} \) till it reaches a point \( y_6 \) with \( y_6^{[1]} = M \).

- From \( y_6 \) follow the NE path till it reaches a point \( y_7 \) with \( y_7^{[2]} = M \).

It is possible that this spiral closes in on itself, in which case we’ve produced the desired cycle. If it doesn’t, recall that we have an infinite path \( \ldots x_2 x_1 x_0 \) leading to \( o \) in \( \mathcal{B}_o \), with \( x_1^{[2]} \) monotone decreasing. This must cross our spiral at some point \( x' \) between \( y_4 \) and \( y_7 \), and then again at some point \( x'' \) between \( y_1 \) and \( y_3 \). Following the spiral from \( x'' \) around to \( x' \), and then moving from \( x' \) to \( x'' \) along the path in \( \mathcal{B}_o \) produces the cycle \( R_M \). Now apply Lemma 4.10.

The estimate \( p_M^{SE} \) comes from computing the unique root of the increasing function \( p^3 - p^2 + 2p - 1 \). By Lemma 4.7 we will have some \( \mathcal{B}_x = \mathbb{Z}^2 \) for \( p \) above this root, and can then apply Theorem 3.13.

As remarked below (3.3), the following theorem improves on the existing bound \( p_M^{SE} > 0.5 \) and is the first result we are aware of separating oriented from non-oriented percolation on the triangular lattice.
Theorem 4.12. For the model $(\uparrow\downarrow,\leftarrow)$, if $p^3 + 2p - 1 \geq 0$ and $(1-p)^3 + 2(1-p) - 1 \geq 0$ then $G$ has a gigantic $\mathcal{M}$-component almost surely. In consequence $p_c^{\mathcal{M}} \geq 0.5466$.

Proof. This network includes the network $(\uparrow\downarrow,\leftarrow)$ so by Proposition 3.4 there are infinite $B_i$'s. In fact, let $\mathcal{N}_y \subset B_y$ denote the cluster of points from which $y$ can be reached, using only steps $\uparrow,\downarrow,\rightarrow$. Let $L_n(y)$ and $U_n(y)$ be the infimum and supremum of $l$ with $(l,y(|^2-n)) \in \mathcal{N}_y$. It follows from Proposition 3.4 that $A_y = \{|L_n(y)| < \infty \forall n\}$ has probability $> 0$. Without loss of generality, we (for now) take $y = o$ and write $L_n = L_n(o)$.

Consider the SE path from some point $z$ lying to the left of $\mathcal{N}_o$. Our first task will be to determine what choices of $p$ imply that, a.s. on the event $A_o$, this path hits $\mathcal{N}_o$. Without loss of generality, $z = (w,0)$ for some $w < L_0$, and $G_z = \uparrow\downarrow$.

Recall that on the event $A_o$, $L_n$ agrees with the path of a random walk $L_n^0$. We may construct $L_n^0$ as follows: from $(L_n^0,n)$ look down one vertex. If $G((L_n^0,-(n+1))) = \uparrow\downarrow$ then $L_{n+1}^0 \leq L_n^0$, and is in fact the smallest value such that $G((j,-(n+1))) = \uparrow\downarrow$ for $L_{n+1}^0 \leq j \leq L_n^0$. On the other hand, if $G((L_n^0,-(n+1))) = \leftarrow$, then $L_{n+1}^0 > L_n^0$, and is in fact the smallest $j > L_n^0$ such that $G((j,-(n+1))) = \uparrow\downarrow$.

As observed in the proof of Proposition 3.4,

$$\nu(L_{n+1}^0 = l + j | L_n^0 = l) = \begin{cases} (1-p)^{1-j}, & j \leq 0 \\ p(1-p)^j, & j > 0 \end{cases}, \quad \mathbb{E}[\Delta L_n^0] = \frac{1-p}{p} - \frac{p^2}{1-p}.$$ 

Set $W_0 = w$. Let $W_1, W_2, \ldots$ be the first coordinates of successive vertices at which the SE path moves downward. In other words, the downwards steps are from $(W_n,-n)$ to $(W_{n+1},-(n+1))$. Our object is to show that with probability 1 there exists an $n$ with $W_n \geq L_n^0$.

$W_n$ is itself a random walk, with $\nu(W_{n+1} = l + j | W_n = l) = (1-p)p^j$ for $j \geq 0$, and $\mathbb{E}[\Delta W_n] = p/(1-p)$. We see that $\mathbb{E}[\Delta W_n] \geq \mathbb{E}[\Delta L_n^0]$ provided

$$\frac{p}{1-p} \geq \frac{1-p}{p} - \frac{p^2}{1-p} \iff p^3 + 2p - 1 \geq 0.$$ 

We assume, in what follows, that this inequality holds. In particular, this is true for $p \geq 0.4534$; if $W_n$ and $L_n^0$ were independent, the desired conclusion would follow immediately. Because these walks are actually not quite independent, we need to be slightly more careful.

When $W_n = j < l = L_n^0$, we have

$$\nu(W_{n+1} = j', L_{n+1}^0 = l' | W_n = j, L_n^0 = l) = \nu(W_{n+1} = j' | W_n = j) \cdot \nu(L_{n+1}^0 = l' | L_n^0 = l),$$

provided $j' < l$ and $j' < l' - 1$, since the two events in question depend on disjoint parts of the environment. Let $C(j,l)$ be the set of $(j',l')$ which violate the above condition. Then we can describe the evolution of the Markov chain $(W_n, L_n^0)$ as follows: from $(W_n, L_n^0) = (j,l)$ propose a move to a $(j',l')$ chosen based on $W_{n+1}$ and $L_{n+1}^0$ evolving independently. If $(j',l') \notin C(j,l)$ the move is accepted. Otherwise the move is rejected, and replaced by a move to some point of $C(j,l)$ chosen according to the required law. The fact that $\mathbb{E}[\Delta W_n] \geq \mathbb{E}[\Delta L_n^0]$ implies that with probability 1, this chain will eventually encounter a rejected move.

What moves in $C(j,l)$ can replace a rejected move? There are three types – either $j' \geq l'$ (if $G(i,-(n+1)) = \uparrow\downarrow$ for $j \leq i \leq l$), or $j' + 1 = l'$ (if $G((l,-(n+1))) = \uparrow\downarrow$ and exactly one $j \leq i < l$ has
Then by symmetry, a similar argument shows that there is a \( \tilde{G}_{(i,-(n+1))} = \leftarrow \), or \( j' = l < l' \) if \( \tilde{G}_{(l,-(n+1))} = \uparrow \) and all \( j \leq i < l \) have \( \tilde{G}_{(i,-(n+1))} = \uparrow \). In the first case, \( W_{n+1} \geq L_{n+1}^0 \) and the paths cross. In the second case, there is a high probability of crossing on the next step. It is then an easy calculation to show that there is an \( \epsilon > 0 \) such that

\[
\nu(W_{n+1} \geq L_n^0 \text{ or } W_{n+2} \geq L_n^0 \mid W_n = j, L_n^0 = l) \geq \epsilon \nu((W_{n+1}, L_{n+1}^0) \in \mathcal{C}(j, l) \mid W_n = j, L_n^0 = l).
\]

Thus after at most finitely many rejected moves, we will eventually find one leading to the desired intersection. We have therefore shown that with probability 1, there exists an \( n \) with \( W_n \geq L_n^0 \), as required.

Suppose that \( p^3 + 2p - 1 \geq 0 \). We claim that with probability 1 there is a \( j > M \) such that \( \mathcal{N}_{(j, M)} \) is infinite and \( [-M, M]^2 \) lies to the left of \( \mathcal{N}_{(j, M)} \). To see this, let \( \epsilon = \nu(|\mathcal{N}_{(j, M)}| = \infty) > 0 \). Because \( \mathbb{E}[\Delta L_n^0] > -\infty \) there is a \( j_0 > M \) such that

\[
\nu(|\mathcal{N}_{(j_0, M)}| = \infty \text{ and } [-M, M]^2 \text{ lies to the left of } \mathcal{N}_{(j_0, M)}) \geq \epsilon/2.
\]

Search down from \((j_0, M)\) to see if this event occurs. Either the search succeeds, or it fails after examining a finite number \( k_0 \) of vertices. If it fails, we may likewise find a \( j_1 > j_0 \) such that

\[
\nu(|\mathcal{N}_{(j_1, M)}| = \infty \text{ and } (-M + j_0 + k_0, M + j_0 + k_0)^2 \text{ is left of } \mathcal{N}_{(j_1, M)}) \geq \epsilon/2.
\]

Search down from \((j_1, M)\) to see if this event occurs. Note that this search will not involve any of the \( k_0 \) vertices already examined, so it succeeds or fails independently of what has come before. Either the search succeeds, or it fails after examining a finite number \( k_1 \) of vertices, and the process can now be repeated. Eventually the search must succeed, giving the claimed value \( j \).

Suppose also that \((1 - p)^3 + 2(1 - p) - 1 \geq 0 \). Define \( \tilde{N}_y \) as above, but using moves \( \downarrow, \leftarrow, \rightarrow \). Then by symmetry, a similar argument shows that there is a \( \tilde{j} < -M \) such that \( \tilde{N}_{(\tilde{j}, -M)} \) is infinite, and \( [-M, M]^2 \) lies to the right of \( \tilde{N}_{(\tilde{j}, -M)} \). As well, NW paths from the right of \( \tilde{N}_{(\tilde{j}, -M)} \) will a.s. intersect this set.

Finally, we can construct our cycle \( R_M \). Starting from \((\tilde{j}, -M)\) follow the SE path till it intersects \( \tilde{N}_{(\tilde{j}, M)} \). By definition of \( \tilde{N}_{(\tilde{j}, M)} \) we may then follow a path in this set up to \((j, M)\), and by construction \([ -M, M]^2 \) lies to the left of this path. Now follow a NW path till it intersects \( \tilde{N}_{(\tilde{j}, -M)} \). By definition we may follow a path in this set up to \((\tilde{j}, -M)\), which closes up the desired cycle. Now apply Lemma 4.10.

The estimate on \( p_{\epsilon, 25} \) comes from computing the unique root \( r \) of the increasing function \( p^3 + 2p - 1 \). We will have some \( B_x = \mathbb{Z}^2 \) for \( p \) between \( r \) and \( 1 - r \), and can then apply Theorem 3.12.

\[\square\]

5 Model summary

Here we summarize the results of earlier sections as applied to 2-dimensional 2-valued environments. In each case the first possibility is assumed to have probability \( p \in (0, 1) \), and the second \( 1 - p \).

Notes to Table 2
<table>
<thead>
<tr>
<th>Model</th>
<th>$\theta_+$</th>
<th>$\theta_-$</th>
<th>$\theta$</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>↑ ·</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1-dimensional</td>
</tr>
<tr>
<td>↔ ·</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1-dimensional</td>
</tr>
<tr>
<td>↑ →</td>
<td>$&gt;0(p &gt; p_{c,↑})$ see (i)</td>
<td>0</td>
<td></td>
<td>oriented site percolation; ii</td>
</tr>
<tr>
<td>↓ →</td>
<td>$&gt;0(p &gt; p_{c,↓})$ see (i)</td>
<td>0</td>
<td></td>
<td>partially-oriented site perc.; ii</td>
</tr>
<tr>
<td>↔→</td>
<td>$&gt;0(p &gt; p_{c,ϕ})$ see (i) see (i)</td>
<td></td>
<td></td>
<td>site percolation; ii</td>
</tr>
<tr>
<td>↑ →</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>coalescing RW; iii</td>
</tr>
<tr>
<td>↑ ↓</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1-dimensional</td>
</tr>
<tr>
<td>↔ ↑</td>
<td>1</td>
<td>$&gt;0$</td>
<td>0</td>
<td>iii, iv, vi</td>
</tr>
<tr>
<td>↔ →</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1-dimensional</td>
</tr>
<tr>
<td>↔ ↓</td>
<td>1</td>
<td>$&gt;0$</td>
<td>$&gt;0$</td>
<td>iii, iv, vi, vi</td>
</tr>
<tr>
<td>↑ ↑</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>iii, iv, vi</td>
</tr>
<tr>
<td>↑ ↓</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>iii, iv, vi</td>
</tr>
<tr>
<td>↔ ↔</td>
<td>1</td>
<td>$&gt;0$</td>
<td>0</td>
<td>iii, iv</td>
</tr>
<tr>
<td>↑ ↓</td>
<td>1</td>
<td>$&gt;0$</td>
<td>phase trans.</td>
<td>iii, iv, vi (p &lt; 1 − $p_{c,↓}$ or &gt; $p_{c,↓}$)</td>
</tr>
<tr>
<td>↑ ↓</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>iii, iv, vi</td>
</tr>
<tr>
<td>↓ ↑</td>
<td>1</td>
<td>&gt;0</td>
<td>phase trans.</td>
<td>iii, iv, vi (p &lt; 1 − $p_{c,↓}$)</td>
</tr>
<tr>
<td>↓ ↔</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>iii, iv, vi, vi</td>
</tr>
<tr>
<td>↓ ↔</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>iii, iv, vi, vi</td>
</tr>
<tr>
<td>↑ ↓</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>iii, iv, vi</td>
</tr>
<tr>
<td>↑ ↓</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>iii, iv, vi</td>
</tr>
<tr>
<td>↑ ↓</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>iii, iv, vi</td>
</tr>
<tr>
<td>↔ ↑</td>
<td>1</td>
<td>1</td>
<td>phase trans.</td>
<td>iii, iv, vi (p &lt; 1 − $p_{c,ϕ}$)</td>
</tr>
<tr>
<td>↔ ↑</td>
<td>1</td>
<td>1</td>
<td>phase trans.</td>
<td>iii, iv, vi (p ≥ 1 − $p_{c,ϕ}$)</td>
</tr>
<tr>
<td>↔ ↑</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>iii, iv, vi, vi</td>
</tr>
<tr>
<td>↔ ↑</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>iii, iv, vi, vi</td>
</tr>
<tr>
<td>↔ ↑</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>iii, iv, vi, vi</td>
</tr>
</tbody>
</table>

Table 2: Table of connectivity results for 2-dimensional 2-valued degenerate random environments.
(i) is infinite with probability \( > 0 \iff C_\circ \) is.

(ii) Phase transition: \( C_\circ \) is finite for \( p < p_c \), and \( \infty \) with probability \( > 0 \) if \( p > p_c \).

(iii) All \( C_x \) intersect.

(iv) All infinite \( B_x \) intersect.

(v)  
1. All infinite \( B_x \) are blocked (above or below)
2. All infinite \( B_x \) equal \( \mathbb{Z}^2 \)

(vi)  
1. \( \exists! \) gigantic \( M \)-component.
2. All \( M_x = \mathbb{Z}^2 \).
3. There are multiple infinite \( M_x \).
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